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ABSTRACT

Traditional deep denoising autoencoders (DDAE) use magni-
tude domain features and training targets to separate speech
from background noise. Phase enhancement, however, has
recently been shown to improve perceptual and objective
speech quality. We present an approach that uses a DDAE to
estimate phase-aware training targets from phase-aware in-
put features. This network is denoted as a phase-aware deep
denoising autoencoder (paDDAE). The short-time Fourier
transform (STFT) of noisy speech is the network input, and
the network estimates a phase-aware time-frequency mask.
The proposed approach is evaluated across multiple condi-
tions, including various signal-to-noise ratios (SNRs), noise
types, and speakers. The results show that the paDDAE offers
improvements over traditional DDAEs in terms of objective
speech quality and intelligibility.

Index Terms— Deep denoising autoencoders, phase en-
hancement, speech separation

1. INTRODUCTION

Monaural speech separation remains a challenging problem,
where the main objective is to remove background noise from
targeted speech. Statistical signal processing [1] and compu-
tational auditory scene analysis (CASA) [2] have tradition-
ally been used to address this problem. Of late, deep learning
through various deep neural networks (DNNs) has been used
to address speech separation and it has resulted in tremendous
gains.

Deep-learning based speech separation can largely be
grouped into two categories: mask-based estimation and
signal-based estimation, where each approach operates in the
time-frequency (T-F) domain. In [3], a DNN estimates the
ideal binary mask (IBM), which is a two-dimensional matrix
that defines whether a T-F unit is speech dominant (value of
1) or noise dominant (value of 0). More recently, an IBM
is estimated using deep clustering (DC), which functions for
arbitrary source signals [4]. A binary mask often results in de-
graded perceptual quality, so alternative T-F masks are used.
In [5], a DNN estimates the ideal ratio mask (IRM), which is

a soft mask that returns values between 0 and 1 inclusively.
The IRM indicates the percentage of speech energy at each
T-F unit. Recurrent neural networks have also been used to
estimate the IRM [6, 7]. Instead of estimating a T-F mask,
other approaches directly estimate the clean magnitude spec-
tra using feed-forward or recurrent neural networks [8, 9, 10].

Deep denoising autoencoders (DDAE) have also been
used for monaural speech separation [11, 12, 13, 14, 15].
DDAEs consist of encoder and decoder stages. The encoder
maps the input noisy magnitude spectra into a hidden repre-
sentation using a DNN. The decoder then maps the hidden
representation to an estimate of the clean magnitude spectra.
Many deep denoising autoencoders have been proposed in
the past, where differences amount to variations in input fea-
tures, training targets, and network architectures. In [12, 15],
DDAEs learn a mapping from noisy Mel-frequency cepstral
coefficients (MFCCs) to their corresponding clean versions.
They also use pre-training with restricted Boltzmann ma-
chines (RBMs) to initialize the network parameters. An en-
semble of denoising autoencoders are used in [14], where the
inputs and outputs are defined in the Mel-spectral magnitude
domain. Shivakumar and Georgiou use log-power spectral
features as inputs to their denoising decoder, along with a
perceptually-inspired cost function [16]. Power magnitude
spectrums are also used as inputs and outputs in [11].

Whether DDAEs or DNNs are used, the above approaches
typically have one thing in common, they operate on the mag-
nitude spectra and use the phase from the noisy signal to re-
construct an estimate of the clean speech. This is problem-
atic because recent studies have shown that phase is impor-
tant for perceptual speech quality [17], where signal process-
ing [18, 19, 20] and DNN-based approaches [21, 22, 23] have
confirmed this finding.

In this paper, we use DDAEs for phase-aware speech sep-
aration. More specifically, we train a deep autoencoder (DAE)
to learn a mapping from noisy complex spectra to noisy com-
plex spectra, where only the hidden representations from the
DAE calculation are retained. A DDAE is then trained to map
the hidden representations of the DAE to phase-aware train-
ing targets. In this study, the complex ideal ratio mask (cIRM)
is used as the phase-aware training target of the DDAE, since
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it has been shown to outperform other training targets in per-
ceptual and objective quality evaluations [22]. The key differ-
ence between this proposed approach and all other approaches
is that deep learning is used to map phase-aware features to
phase-aware training targets. To the best of our knowledge,
phase-aware DDAEs have not been investigated for monaural
speech separation.

The rest of this paper is organized as follows. A descrip-
tion of a traditional deep denoising autoencoder is given in
Section 2. Section 3 provides a detailed description of our
proposed approach. The experiments and results are shown
in Section 4. Finally, a conclusion is given in Section 5.

2. DEEP DENOISING AUTOENCODER

Autoencoders find hidden representations that can be used to
estimate the input signal. More specifically, if |X(t)| is a
single time frame of the noisy speech magnitude spectra, then
the autoencoder uses a function f(|X(t)|) to learn a hidden
representation, h, for the noisy speech input

h = f(|X(t)|) = σ(W |X(t)|+ b) (1)

where σ is the non-linear activation function of the network,
and W and b are the network weight and bias terms, respec-
tively. The decoder portion of the autoencoder learns a func-
tional mapping from the hidden representation, h, back to the
input |X(t)| resulting in an estimate of the input, |X̂(t)|. In
other words,

|X̂(t)| = σ(W ′h+ b′) (2)

where W ′ and b′ are the weights and bias for the decod-
ing portion of the autoencoder. The back-propagation algo-
rithm that minimizes the mean-square error between |X(t)|
and |X̂(t)| is used to compute the network parameters (e.g.
W , b, W ′, and b′).

The autoencoder can use multiple layers of encoding to
learn refined hidden representations.

h1 = f(|X(t)|) = σ(W1|X(t)|+ b1)

h2 = f(h1) = σ(W2h1 + b2)

...
hi = f(hi−1) = σ(Wihi−1 + bi)

(3)

The constant i represents the number of encoding neural net-
work layers, where i ≥ 1 and h0 = |X(t)|.

Denoising autoencoders use an autoencoder to map an
noisy input signal into a hidden representation, and then use a
denoising decoder to map the hidden representation to a clean
version of the input signal. When denoising autoencoders are
used, the decoding portion of the autoencoder is discarded
and only the encoding portion is retained. The final hidden
representation, hi, that is outputted by the autoencoder is sub-
sequently provided as an input to the denoising decoder func-
tion, g(hi). This function transforms the hidden representa-
tion into an estimate of the clean speech magnitude spectra,

|Ŝ(t)|. As with the autoencoder, the denoising decoder can
have multiple network layers as defined by j, where j ≥ 1.
This is depicted in Eq. (4), where |Ŝ0(t)| = hi, and the de-
noising decoder’s weights and bias at the jth layer are denoted
by Hj and dj , respectively.

|Ŝ1(t)| = g(hi) = σ(H1hi + d1)

|Ŝ2(t)| = g(|Ŝ1(t)|) = σ(H2|Ŝ1(t)|+ d2)

...

|Ŝj(t)| = g(|Ŝj−1(t)|) = σ(Hj |Ŝj−1(t)|+ dj)

(4)

The denoising decoder’s weights and bias terms are com-
puted with the backpropagation algorithm that minimizes a
cost function (e.g. mean-square error) between |Ŝj(t)| and
|S(t)|, where |S(t)| is the magnitude spectra of the true clean
signal.

3. PHASE-AWARE DEEP DENOISING
AUTOENCODER

Traditional deep denoising autoencoders have two major
things in common: they operate in the magnitude domain
and they estimate clean spectra. Alternatively, we propose
a DDAE that uses phase-aware inputs and outputs by oper-
ating in the complex domain. Our proposed approach also
estimates a time-frequency mask that is subsequently used to
estimate the clean spectra. Details about this approach are
below.

3.1. Phase-aware deep autoencoder

Our approach begins by training a phase-aware deep autoen-
coder (paDAE), which uses phase-aware features and train-
ing target. More specifically, we define X as the short-time
Fourier transform (STFT) of a noisy speech signal. X is a
function of time, t, and frequency, f , and it is computed from
the time-domain noisy speech signal, x, as follows:

X(t, f) =

∞∑
m=−∞

x(m)w(t−m)e−
j2πfm
N (5)

where X ∈ C is a F × T matrix with F representing the
number of frequency channels and T representing the num-
ber of time frames. w represents the time-domain windowing
function and N is the length of the discrete Fourier trans-
form (DFT). The STFT uses a complex exponential term,
hence X is complex valued with real and imaginary terms
(e.g. X(t, f) = Xr(t, f) + jXi(t, f)). Additionally, since
X is complex-valued it can be represented by its magnitude,
|X|, and phase, ∠X , where X = |X|ej∠X , which is often
done. Obviously, coordinate conversions can convert from
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Fig. 1. Depiction of a phase-aware deep autoencoder
(paDAE) with multiple encoding layers.

the magnitude-phase representation of X to the complex (e.g.
real-imaginary) representation.

Xr(t) = |X(t)| cos(∠X(t))

Xi(t) = |X(t)| sin(∠X(t))
(6)

Typical approaches use the magnitude representation for
denoising autoencoders (input feature and target) and discard
the phase information. This is problematic since phase has
been shown useful for speech enhancement [17]. Rather than
discard the phase, we propose to include the phase informa-
tion in the feature and training targets. More specifically, we
train a phase-aware autoencoder that uses the stacked real and
imaginary components of the noisy speech STFT, X , as in-
puts and targets.

A depiction of the phase-aware deep autoencoder is
shown in Fig 1. The approach starts by computing the real
and imaginary STFT components of the noisy speech signal.
The real and imaginary components, Xr and Xi, are stacked
together to form a feature vector, K = [Xr;Xi]. Hence, if
Xr and Xi are each F × T dimensional, then K is 2F × T
dimensional. Each time frame of the phase-aware feature
vector (e.g. K(t)) is individually supplied to the multi-layer
encoder to produce hidden representations:

hi = f(hi−1) = σ(Wihi−1 + bi), 1 ≤ i ≤ I (7)

where h0 = K(t), and I is the total number of layers in the
encoder. A decoding layer is also used, which maps the final
hidden representation, hI , to the stacked real and imaginary
components of the noisy speech, K(t).

K̂(t) = σ(W ′hI + b′) (8)

3.2. Phase-aware denoising autoencoder

The proposed approach first uses the phase-aware autoen-
coder to generate a hidden representation, hI , that appropri-
ately represents the phase-aware spectral information. The
decoding stage of the phase-aware autoencoder is discarded,
hence Eq. (8) is not used once the phase-aware autoencoder
is trained. The encoding weights and bias terms (e.g. Wi and
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Fig. 2. Proposed phase-aware deep denoising autoencoder
(paDDAE) with multiple encoding and decoding layers.

bi, ∀i, 1 ≤ i ≤ I) generate inputs for the denoising decoder.
This functionality is depicted in Fig. 2.

Given phase-aware features (e.g. real and imaginary com-
ponents of the noisy speech STFT), the encoder first gen-
erates a hidden representation. Next, a denoising decoding
stage, that may consist of multiple neural network layers, uses
the hidden representation to estimate a phase-aware training
target. Typical, approaches use the clean speech magnitude
spectra as a training target, but in this approach, we elect to
use the phase-aware complex ideal ratio mask (cIRM) as the
training target. The cIRM is a time-frequency mask that can
be used to filter noise from speech. Given the noisy speech
STFT, X , and the clean speech STFT, S, the cIRM is com-
puted as follows:

M(t) =
S(t)

X(t)
=

Sr(t) + jSi(t)

Xr(t) + jXi(t)
=
|S(t)|
|X(t)|

ej(∠S(t)−∠X(t))

(9)
where |S(t)| and |X(t)| denote the magnitude responses of
the clean and noisy speech at time frame t, while ∠S(t) and
∠X(t) denote the phase responses of the clean and noisy
speech STFTs, respectively. For this project, we denote M(t)
as the stacked real and imaginary components of the cIRM.
We elect to use a T-F mask for denoising, rather than the clean
spectra, since recent work has shown that DNNs estimate T-F
masks better than magnitude spectra [5].

The phase-aware denoising decoding stage learns a map-
ping from the hidden representation to the cIRM. This is ac-
complished in a layer-wise manner similar to (4), but with the
following differences.

M̂1(t) = g(hi) = σ(H1hi + d1)

M̂2(t) = g(M̂1(t)) = σ(H2M̂1(t) + d2)

...

M̂j(t) = g(M̂j−1(t)) = σ(HjM̂j−1(t) + dj)

(10)

In Eq. (10), M̂j(t) denotes the time-frame level estimate of
the stacked real and imaginary cIRM components after pro-
cessing with the jth phase-aware denoising decoding layer.
The number of decoding layers (e.g. j) various from 1 to J .
Each M̂j(t) is an 2F -dimensional vector that represents the



frequency response of the cIRM at time frame t. The first
level estimate is computed by using the first layer weights,
H1, bias d1 of the denoising decoding stage and the hid-
den representation from the encoding stage, hI , to perform an
affine mapping followed by a non-linear activation function.
Estimates using additional decoding layers are computed in
a similar manner, but using the estimate of the prior layer as
input and with a different set of weights and bias terms.

Once the cIRM mask is estimated, it is unstacked, rep-
resented as a complex number, and subsequently applied in
an element-wise fashion to the noisy speech STFT, to gen-
erate an estimate of the clean speech STFT (e.g. Ŝ(t) =

M̂J(t)�X(t)), where complex multiplication is performed
at each frequency bin. Overlap and add synthesis is then used
to generate a time-domain estimate.

4. EXPERIMENTS AND RESULTS

Our approach is evaluated on the TIMIT speech corpus [24],
which consists of utterances from 630 male and female speak-
ers. Training data is generated by combining 500 utterances
(10 utterances from 50 speakers), with five noise signals
(speech-shaped noise, cafeteria, babble, tank and engine) at
signal-to-noise ratios (SNRs) of -5, 0, and 5 dB. Random
segments of the first half of each noise are used to generate
the noisy speech mixtures. A development set is also used
for model selection via early stopping. The development
set is generated from 60 different clean speech utterances,
and random segments of the first half of each of the above
noises at the defined SNRs. 1500 testing signals are used to
evaluate the approach, where the signals are generated from
60 different clean speech utterances, random segments of the
above five noises, using 5 different SNRs (-10, -5, 0, 5, and
10 dB), hence two SNRs are unseen during training. All sig-
nals are downsampled to 16kHz sampling rates prior to any
computations.

We first evaluate the performance of the phase-aware au-
toencoder to generate an estimate of the noisy speech signal.
In order to accomplish this, we vary the number of encod-
ing layers, I , from 1 to 7 to determine the impact the number
of layers has on autoencoding-decoding performance. Each
hidden layer has 1024 neurons with rectified linear (ReLU)
activation functions. Linear activation functions are used in

Table 1. Objective evaluation of the phase-aware autoencoder
as a function of the number of encoding layers.

number of encoding layers
1 2 3 4 5 6 7

PESQ 3.01 2.91 2.84 2.80 2.75 2.70 2.67
STOI 0.7 0.66 0.58 0.55 0.51 0.46 0.43

Fig. 3. PESQ performance as a function of the number of
encoding layers and denoising decoding layers for paDDAE.

the output layer. The mean-square cost function is also used.
The STFT of the noisy speech signal is computed with a 32ms
window with a 8ms hopsize. A 512-point fast Fourier trans-
form (FFT) is used as well. As described in Section 3.1, the
real and imaginary components of the STFT are extracted and
stacked on top of each other and are used as both the training
input and target for the phase-aware autoencoder.

Table 1 shows the average objective performance of the
phase-aware autoencoder (paDAE) for different number of
encoding layers, where the perceptual evaluation of speech
quality (PESQ) [25] and the short-time objective intelligibil-
ity (STOI) [26] are used for evaluation. Hence, we are testing
the paDAE’s ability to estimate the noisy speech STFT, and
we are not performing denoising. PESQ and STOI each re-
quire a reference signal, and in this case the reference signal
is the unprocessed noisy speech signal. As you can see by the
results, the objective performance gradually degrades as the
number of encoding layers increases.

Autoencoding performance may not directly correspond-
ing to denoising performance, so we evaluate our proposed
approach (paDDAE) using varying numbers of encoding and
decoding layers. Hence, we vary the values of I and J each
from 1 to 7, respectively, which produces 49 different combi-
nations. Figure 3 shows the average PESQ performance of the
proposed approach using varying number of encoding and de-
coding layers. The figure shows that phase-aware denoising
decoders with higher number of encoding layers (e.g. 6 and
7) do not perform well, regardless of the number of denoising
decoding layers. Using a mid-range of encoding layers (3-5)
produces much better results when the number of denoising
decoding layers is approximately equal (or greater than) the
number of encoding layers. Performance using a small num-
ber of encoding layers (1 or 2) is generally better than using
a higher number of encoding layers, but worse than using a
mid-level number of encoding layers. The best performance
occurs when 4 encoding layers are used with 5 denoising de-
coding layers. Its interesting to note that the ability to repre-
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Fig. 4. Comparison of different DDAE approaches as the
number of denoising decoding layers increases.

sent a noisy speech signal with the phase-aware autoencoder
did not directly correspond to the ability to perform phase-
aware denoising. For instance, one encoding layer gives the
best autoencoding performance, but a mid-level number of
encoding layers gives better denoising performance.

Lastly, we compare our proposed phase-aware DDAE to
other DDAE-based speech separation approaches. Mainly
we compare to a traditional DDAE, which maps noisy log-
magnitude spectral inputs to clean log-magnitude spectral tar-
gets, which is similar to the approach in [16]. Once the DDAE
is trained, the phase from the noisy speech signal is combined
with the estimated magnitude response, to generate a time-
domain signal. This approach is denoted as DDAE. We also
compare against another phase-aware DDAE, but in this case,
the target is the stacked real and imaginary components of the
clean speech STFT. Hence, this phase-aware DDAE learns
a mapping from the stacked real and imaginary components
of the noisy speech STFT to the equivalents from the clean
speech STFT, thus a T-F mask is not used. We denote this
approach as paDDAE(stft). These two approaches are trained
using the same data that is described above. Since 4 encoding
layers worked well for our proposed approach, we also use 4
encoding layers for these approaches, but vary the number of
decoding layers.

The average PESQ scores, with error bars (e.g. standard
deviation), of all approaches are shown in Figure 4. When the
number of denoising decoding layers is small (i.e. 1 or 2), the
phase-aware DDAE with the STFT training target performs
best. The proposed approach, however, consistently performs
better than all other approaches as the number of denoising
decoding layers increases. This likely occurs because more
layers are needed to map the hidden representation of the
noisy speech STFT to the cIRM. Notice that the traditional
log-magnitude DDAE consistently performs the worse.

Table 2. Mean PESQ scores (standard deviation in parenthe-
ses) for log-magnitude DDAE using fewer layers.

# of dec. layers
1 2 3

# of enc. 1 1.77 (0.4) 1.95 (0.41) 1.73 (0.41)
layers 2 1.34 (0.5) 1.68 (0.39) -

A one-way analysis of variance (ANOVA) test is per-
formed to determine statistical significance. The PESQ
scores of the proposed paDDAE are separately compared
with DDAE(logmag) and paDDAE(stft), where these two
comparisons are performed separately for each number of
decoding layers. The resulting p-values are all less than 0.05
(e.g. 5% confidence interval) indicating that the results are
statistically significant for all configurations (e.g. number of
decoding layers).

Note that earlier research has shown that less layers are
needed for DDAEs that operate in the magnitude domain [12].
Hence, the poor performance of the log-magnitude results
could be due to the usage of too many layers. To determine if
this is the case, we conducted additional experiments where
the number of encoding and denoising decoder layers are re-
stricted to a combined maximum of 4 layers in total. The
results for the log-magnitude DDAE are shown in Table 2.
Notice that these results are much improved, but they still
are not better than the results from the proposed phase-aware
approach, as shown in Figure 4. These results are consis-
tent with the results reported in [16] for log-magnitude based
features and targets. A one-way ANOVA test shows that the
proposed results are statistically significant from the best per-
forming log-magnitude results.

5. CONCLUSION

We present an approach to monaural speech separation that
uses a phase-aware denoising autoencoder. The approach
uses the phase-aware noisy speech spectra as inputs and uses
a DDAE to map to the phase-aware complex ideal ratio mask
(cIRM). The results show that the proposed approach outper-
forms a traditional DDAE approach and a different phase-
aware DDAE. Ultimately, the results reveal that phase-aware
processing is important for speech separation performance,
and that deep learning can successfully process phase-aware
features and targets.
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