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ABSTRACT 
Although a great deal of research has examined interventions to 
help users protect their own information online, less work has 
examined methods for reducing interdependent privacy (IDP) vio-
lations on social media (i.e., sharing of other people’s information). 
This study tested the efectiveness of concept-based (i.e., general 
information), fact-based (i.e., statistics), and narrative-based (i.e., 
stories) educational videos in altering IDP-relevant attitudes and 
multimedia sharing behaviors. Our study revealed concept and fact 
videos reduced sharing of social media content that portrayed peo-
ple negatively. The narrative intervention backfred and increased 
sharing among participants who did not believe IDP violations to 
be especially serious; however, the narrative intervention decreased 
sharing for participants who rated IDP violations as more serious. 
Notably, our study found participants preferred narrative-based 
interventions with real world examples, despite other strategies 
more efectively reducing sharing. Implications for narrative trans-
portation theory and advancing bottom-up (i.e., user-centered) psy-
chosocial interventions are discussed. 
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1 INTRODUCTION 
Interdependent privacy (IDP) violations occur when people share 
potentially sensitive information about others without their consent 
[1]. Multimedia IDP violations are one particularly common type 
that involves social media users sharing other people’s photos [2] 
or images online [1], which may include private information about 
others such as drug usage, location, medical history, sexual history, 
or other embarrassing or personal information [3, 4]. Photos can 
reach unintended audiences [5] and migrate across platforms as 
they are shared and re-shared, such that the person depicted no 
longer has control over their online image. Photos can also undergo 
‘context collapse’ [6] as they are modifed or taken out-of-context 
with accompanying text captions. Although some content may 
be shared maliciously, oftentimes potential IDP violations are the 
product of misalignments between people’s privacy preferences, 
misunderstandings, posting while emotional, or underdeveloped 
privacy standards [7]. IDP violations can have a variety of personal 
and professional consequences, ranging from psychological dis-
tress, harassment, job loss, stalking, and damaged interpersonal 
relationships [8, 9]. 

Although a great deal of research has examined nudges and 
educational interventions to help users protect their own infor-
mation online [10-13], considerably less work has been dedicated 
to encouraging users to reconsider the ways in which they share 
other people’s photos and information in social media. Moreover, 
most IDP-relevant interventions are of a technical nature [1] in 
that they must be implemented within a particular user interface 
and are ‘top-down’ in typically requiring buy-in from social media 
platforms, which can, in turn, constrain scalability. Little research 
has focused on ‘psychosocial’ interventions for IDP preservation, 
or interventions that rely on psychological and social processes to 
promote particular courses of action. Psychosocial interventions 
have the advantage of targeting change from the ‘bottom-up’ (i.e., 
user-centered change), infuencing change at the source, and em-
powering communities to leverage their collective social norms and 
values to enact change [14]. Accordingly, there is a signifcant need 
for experimentally rigorous research to change the status quo of 
online sharing, especially to limit sharing of other people’s sensitive 
images and information in social media. 

Limited research on psychosocial interventions for IDP preser-
vation has shown privacy prompts and perspective-taking nudges 
to be inefective or even backfre to increase the sharing of other 
people’s information [15]. However, there is a path forward, as 
interventions in the public health and computer science sectors 
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point to the utility of public messaging as scalable solutions to 
change attitudes and behaviors [16]. In particular, video interven-
tions have been demonstrated as efective for promoting positive 
social behavior [17] and internet usage [18]. But the success of 
video interventions is ultimately driven by their content and the 
context in which the interventions are applied [19]. Fact-based (i.e., 
statistics) and narrative-based (i.e., stories) content is especially 
common, with relative efectiveness varying considerably based 
on context and topic [20-23]. Research is needed to investigate the 
types of intervention content that efectively reduce photo and 
other multimedia based IDP violations. 

Although some psychosocial interventions for public welfare 
have large-scale impact [24, 25], other psychosocial interventions 
are inefective [26] and even backfre [15, 27, 28]. Such failures may 
be due to the interventions’ inadequacies in properly anticipating 
various efects based on individual recipient characteristics [29-31]. 
Thus, a more complete understanding of intervention efectiveness 
requires consideration of individual and social media content dif-
ferences that modulate recipient responses. For example, social 
media users are more likely to share positively-valenced informa-
tion about other people, suggesting people consider these instances 
of sharing to be relatively acceptable even if the information is 
being shared without permission [15]. However, to our knowledge, 
the signifcance of individual and content diferences in modulating 
IDP intervention efectiveness has not been tested previously. 

We investigated the extent to which concept-based (i.e., expla-
nation of IDP), fact-based (i.e., statistics about IDP prevalence and 
consequences), and narrative-based (i.e., stories about people ef-
fected by IDP violations) video interventions were efective in alter-
ing IDP-relevant photo-sharing attitudes and behaviors compared 
to a control condition with no intervention. We utilized a mix of 
quantitative and qualitative methods to examine how the following 
changed based on intervention type: 1) attitudes toward IDP as 
assessed via survey, 2) sharing likelihood of photo-based memes 
depicting potential IDP violations, and 3) qualitative responses to 
the interventions. In addition, we examined whether intervention 
efectiveness in changing meme sharing decisions varied based on 
individuals’ beliefs in the seriousness of IDP violations, as well as 
the valence of each social media meme. Valence was rated by an 
independent group of participants, who coded each photo-based 
meme for how positively or negatively the photo target was por-
trayed. 

In doing so, the proposed project examined the overarching re-
search question of how psychosocial interventions can promote IDP 
preservation in social media. To answer the overarching research 
question, four sub-questions were addressed: 

• RQ1. To what extent do users’ IDP-relevant photo-sharing 
attitudes change in response to the interventions? 

• RQ2. To what extent do users’ IDP-relevant photo-sharing 
decisions change in response to the interventions? 

• RQ3. To what extent is an intervention’s efectiveness in 
altering photo-sharing decisions modulated by social media 
content diferences in how meme targets are portrayed? 

• RQ4. To what extent is an intervention’s efectiveness in 
altering photo-sharing decisions modulated by individual 
diferences in IDP seriousness ratings? 

Our research complements previous literature by examining 
video-based educational interventions for IDP preservation, rep-
resenting a crucial step in advancing empirically-validated educa-
tional programs to alter photo-sharing social media sharing norms. 
We developed new and varied intervention content that can be 
readily disseminated to the general public and adopted a mixed 
analytical approach to understanding intervention preferences, IDP 
attitudes, and behaviors following the experimental manipulation. 
This research is also among the frst IDP intervention study to 
account for individual and contextual diferences that may alter 
recipient responses. Thus, we examine both normative and variable 
behavioral responses to the three intervention types to provide a 
more holistic account of intervention efectiveness, including con-
ditions under which the interventions decrease sharing of other 
people’s information versus backfre to increase sharing. 

2 BACKGROUND 

2.1 Interdependent privacy 
IDP refers to the ways in which people’s privacy not only depends 
on their own actions but also the actions of others [1]. IDP violations 
can include a wide range of behaviors, ranging from the sharing 
of genomic data, which can have implications for even distant 
relatives, or sharing location data that happens to reveal the location 
of others nearby [1]. An especially common form of IDP violation 
occurs with the sharing of multimedia data that often has images or 
information about individuals other than the person who captured, 
shared, or re-shared the information online [1]. Beyond including 
identifying information about other people (e.g., image of face or 
audio of voice), multimedia content can also include potentially 
personal information about the featured individuals. Defnitions of 
what constitutes ‘private’ content varies. For example, some work 
includes information about a person’s gender, political or religious 
orientation, race or ethnicity, interests, and relationships to be a 
potential IDP violation when shared without permission [1, 32-
34]. In addition, potential IDP violations can include information 
such as drug activity, medical history, sexual history, embarrassing 
moments, or shaming people for non-normative behaviors [35]. 

Given that individuals vary in their personal privacy preferences 
[15], it can be difcult for users to anticipate the potential sensitiv-
ity or subsequent harm that may follow from sharing multimedia 
content depicting others. For instance, some parents post photos 
of their children on social media sites, possibly leaving damaging 
digital footprints far before the age of consent, while other parents 
consider the risks carefully before sharing photos online. As these 
children grow older and view the images their parents post, some 
may experience nostalgia and delight, whereas others may feel 
misunderstood and embarrassed of even seemingly benign images 
of themselves. Similarly, whereas some people pursue lifestyles 
as public infuencers, other people actively minimize their digital 
footprint [36, 37]. For this reason, many instances of sharing an-
other person’s photos and other information online may be seen 
as a potential IDP violation, where the impact of sharing is not 
immediately ascertainable. 

Even though people generally report they prefer to grant permis-
sion before being posted about by others [38], most social media 
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users report that they have learned by chance about photos of them-
selves online [39]. It has been estimated that more than one-fourth 
of social media users have requested for another user to remove a 
shared picture, highlighting that many such posts are unwanted 
[40]. Although IDP violations may sometimes be associated with 
‘internet trolls,’ or people who purposefully seek to provoke or harm 
others online [41], social media users are often most concerned 
about the posting behaviors of close friends, family members, and 
employers rather than strangers [42-44]. 

A portion of online content is co-opted to become popular in-
ternet ‘memes,’ or units of culture spread throughout a society and 
often shared in social media [45, 46]. As memes are shared and re-
shared, the meme ‘target,’ or person depicted in the photo, may feel 
helpless to stop the spread of their own image [47], leading to an 
increase in privacy concerns [48, 49]. This type of viral sharing can 
lead to a disconnect between the originally-intended audience and 
actual audience [5, 50]. Iterations of sharing are also accompanied 
by changes to the original image or caption, altering the original 
context and portrayal of the meme target (i.e., ‘context collapse 
[6, 51, 52]). In this way, photo-based memes represent particularly 
salient examples of potential IDP violations, in that they include 
personally identifying information (e.g., the meme target’s face), 
are spread widely, out of the control of the meme target, and it is 
typically unclear if the meme target consented to their photo being 
used in this manner. Moreover, the viral nature of photo-based 
memes demonstrates the scale at which multimedia IDP violations 
occur. 

2.2 Interventions for interdependent privacy 
preservation 

Many of the researched methods for IDP preservation are in refer-
ence to users’ existing mitigation strategies. Users’ strategies for 
preventing IDP violations include avoiding appearances in undesir-
able photos, fltering friend requests, maintaining anonymity online, 
minimizing social media interactions, posting to select audiences, 
personally defning posting rules, strategic tagging or untagging, 
and ‘unfriending’ users who tend to compromise others’ privacy 
[42, 53-58]. When regulating content that has already been posted, 
individual users tend to delete associated comments and untag 
or disconnect themselves from the privacy-violating content [56]. 
Thus, users engage in a wide variety of individual behaviors aimed 
at protecting their information from undesired sharing by others. 

Given the interpersonal nature of IDP violations, many user-
adopted strategies for maintaining privacy also require collabora-
tion with others. Collaborative IDP-preservation eforts include 
users proactively seeking permission from others before posting, 
educating other users, discussing settings, and negotiating sharing 
rules with people outside of social media platforms [42, 59, 60]. 
Following an IDP violation, users often request that other people 
delete the content [56]. Collaborative strategies can have the beneft 
of improving interpersonal relationships [42], fostering social cohe-
sion, and supporting privacy management as a collective efort [59]. 
Despite these benefts, research suggests that users prefer control-
ling their own posting behaviors, versus trying to infuence others’ 
decisions [56]. Moreover, users signifcant use of side-channels 

and other makeshift solutions to enforce personal privacy prefer-
ences highlights a lack of formal mechanisms for preventing and 
managing potential IDP violations [58]. 

Even though research examining non-technical IDP interven-
tions largely examines existing individual user strategies, there are 
some exceptions. Amon and colleagues [15] compared two nudges 
- or aspects of a choice architecture intended to alter people’s be-
havior [5] - to a control condition to examine whether subsequent
sharing of memes with potential IDPs lessened. A series of stud-
ies revealed that, whereas a nudge to adopt the perspective of the
meme target was inefective, prompts to consider the target’s pri-
vacy consistently backfred to increase sharing. A follow-up study
demonstrated that participants exposed to the privacy prompt inter-
vention went on to note that the memes were ‘not private’ 15 times
more than in the control condition. Thus, apparently straightfor-
ward methods for IDP preservation can backfre [61], emphasizing
the importance of empirical testing. Indeed, prior educational and
nudge research highlight the perils of inadequate testing, includ-
ing the potential for wasted resources (e.g., $1.3 billion D.A.R.E
program [26]) or counter-intuitive efects that invalidate the inter-
vention altogether (e.g., pregnant women drink more after viewing
reminders to not drink [28]), privacy education interventions can
negatively interact [27] or backfre [61].

Although the present work focuses on non-technical solutions, 
it is worth noting that a variety of technical mechanisms for pro-
moting IDP preservation have been explored with great promise. 
For example, users tend to prefer obfuscation methods that mask 
people’s identities with avatars or full removal, as compared to 
face blurring, as the former methods maintain visual appeal and 
continuity of the original photo [62]. Xu and colleagues [63] pro-
pose a face-recognition algorithm that also discriminates based on 
graph neighbors and their relative closeness to the person depicted 
in multimedia content, with the goal of informing people about 
potential IDP violations. Additional solutions have been proposed 
that include voting schemes and privacy-preference algorithms 
[64, 65], access control strategies that allow for posting after all 
parties consent or vote [66, 67], shared control over the allowed 
audience [68], and a confict-resolution model [69]. Although a full 
review is out of the scope of the present work (see [1] for review), 
technical solutions are currently used for large-scale content moder-
ation (e.g., algorithmic approaches in social media), with additional 
efective solutions on the horizon. 

In summary, research examining strategies for IDP preservation 
typically center on users’ pre-existing personal strategies, whereas 
research testing new IDP interventions largely focuses on tech-
nical solutions. In contrast, research on psychosocial strategies, 
or those that capitalize on psychological and social processes to 
promote particular courses of action, are highly limited. To date, 
psychosocial interventions for IDP preservation have produced 
counterintuitive efects by backfring to increase sharing of others’ 
potentially personal information [15]. However, computer privacy 
and other interdisciplinary research highlight the large-scale bene-
fts of psychosocial interventions. 
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2.3 Bottom-up psychosocial interventions 
Technical strategies for mitigating IDP violations often require 
‘top-down’ (i.e., corporate or government [70]) commitment, imple-
mentation, and management. That is, corporate buy-in is typically 
needed to reach users with new interface features (e.g., blocking, 
tagging, or unfollowing), technical applications (e.g., tools that blur 
faces), and algorithmic approaches (e.g., for detecting and mitigating 
existing violations). Thus, strategies that inherently rely on top-
down implementation have limited scalability. For instance, even if 
a new obfuscation tool proves efective in reducing IDP violations, 
there is no guarantee that one or more social media platforms or 
other applications will adopt the tool in its most privacy-preserving 
form. Although top-down solutions are essential to supporting IDP 
preservation, this limitation highlights the need for complementary 
approaches. 

Interventions that target change from the ‘bottom-up’ (i.e., user-
centered change) can be disseminated to users and by users, infu-
encing change at the source and empowering communities to lever-
age their collective social norms and values to enact change [14]. 
Bottom-up strategies are often psychosocial in that they capitalize 
on psychological and social processes to promote particular courses 
of action. Bottom-up psychosocial interventions have the beneft 
of being preventative as a ‘primary intervention’ strategy, versus 
reacting to existing violations as a ‘secondary intervention’ strategy 
[71, 72]. Bottom-up psychosocial interventions are also scalable in 
that they can be efciently disseminated to large audiences and 
have been highly efcacious in addressing public health concerns 
(e.g., anti-smoking campaigns [24, 73] and social issues (e.g., ‘me 
too’ movement [74]). These interventions promote change among 
a critical mass of people as information spreads, altering broader 
societal norms [75, 76]. Notably, social media users recruited to 
co-design solutions to multiparty privacy conficts have highlighted 
users’ interests in preventative strategies aimed at educating users 
about community standards [77]. 

Common types of psychosocial interventions include educa-
tional interventions and nudges. Educational interventions have 
been explored in the realm of privacy and security, but this research 
usually centers on encouraging users to protect their own privacy. 
Educational interventions often seek to inform users about the 
data being collected about them in social media and how it may be 
used to make inferences about their characteristics and behaviors 
[78, 79]. Educational interventions difer in the amount and type of 
information ofered to users, such as crowd-sourced user setting rec-
ommendations [27], or information about how social media posts 
might be perceived by others [80]. Online privacy education recom-
mendations also include incorporating relatable stories, enhancing 
users’ decision-making abilities, and conveying a range of privacy 
consequences [81]. Despite advancements in this area, the efects 
of educational interventions vary and sometimes in unexpected 
ways. For example, crowd-sourced setting recommendations and 
self-refection both help users adopt more stringent privacy settings, 
but, when combined, these two strategies negatively interact [27]. 

Nudges are another common psychosocial avenue for supporting 
users’ personal security and privacy in social media. Contrasting 
educational approaches aimed to inform and enhance awareness, 
nudges focus on changing the decision-making environment. A 

review and meta-analysis of papers utilizing nudge interventions 
to alter personal information sharing [5, 10, 77, 82] revealed no 
statistical diferences in efectiveness between presentation, infor-
mation, default setting, or incentive nudges, suggesting a general 
beneft of nudging to promote personal privacy, though nudges 
to increase disclosure were more efective than those intended to 
reduce disclosure [10]. In the realm of IDP, nudge research indi-
cates that social media users are more likely to use tagging settings 
when framed positively or as default options [11]. Similarly, precau-
tionary mechanisms that force users to collaborate by default are 
generally preferred to dissuasive mechanisms aimed at deterring 
uploaders from sharing without consent [82]. However, in contrast 
to fndings by Anaraky et al. [11], Masaki et al. [12] demonstrate 
that negative framing of risky choices is more efective than positive 
framing, with conficting fndings suggesting the context sensitivity 
of nudge efectiveness. 

Given that most privacy-oriented psychosocial interventions 
focus on limiting the degree to which people share their personal 
information, there remains a signifcant need for experimentally 
rigorous research for improving users’ sharing decisions as they 
pertain to interpersonal information. A signifcant gap in the pri-
vacy literature was identifed by Pinter and colleagues [83] in their 
review of 132 privacy articles: few studies have gone beyond identi-
fying self-reported privacy attitudes to establish novel intervention 
strategies to change the status quo. Social media users already make 
some eforts to protect their own [60] and other’s privacy [84] but 
demonstrate generally “lax attitudes” toward interpersonal privacy 
violations [43], raising questions about how to encourage more re-
sponsible sharing. Citing limited regulations and policies to protect 
users from IDP violations, Kamleitner and Mitchell [85] propose 
a framework to promote IDP preservation through ‘the 3Rs:” Re-
alize (some data is transferred to a third party), Recognize (data 
has privacy implications for others) and Respect (others’ rights). 
Additionally, Kamleitner and Mitchell [85] outline strategies for 
combatting IDP violations, which include ‘educating for respect.’ 

Although work on psychosocial interventions to promote IDP 
preservation is limited, signifcant research on bottom-up psychoso-
cial interventions highlights the potential of narratives and facts 
to alter public behavior. In particular, emotional and personal nar-
ratives are powerful sources of infuence in health promotion and 
disease prevention and may be especially relevant to preventing in-
terpersonal privacy violations within highly interconnected social 
networks, where individuals may be both infuenced by narratives 
and, in turn, participate in infuencing others within their network. 
Humans are natural story tellers [86], using narratives to communi-
cate information about characters experiencing diferent situations 
often with specifc contexts, goals, and intentions [87]. A wide 
range of literature in advertising, entertainment education, and 
health communication demonstrates the power of interventions 
employing personal and emotional stories in altering public atti-
tudes and behaviors due to their ability to engage and encourage 
meaning making [88, 89]. Such narrative-based interventions are 
especially efective when high in emotion, exemplifying healthy 
behaviors, advocating prevention (vs. cessation), and illustrating 
cause-and-efect [90, 91]. 

However, the utility of narrative persuasion compared to non-
narrative persuasion in altering public attitudes and behaviors is 
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complicated [92]. Studies comparing fact-based versus narrative in-
terventions indicate that their relative efectiveness can vary based 
on topic [20, 22, 23, 93], with statistical evidence sometimes surpass-
ing narratives in efectiveness [94, 95]. In the realm of computer 
science, a number of studies have examined stories to improve 
users’ personal security behaviors online, with cyber security re-
search indicating that stories are efective in improving security 
setting use and reducing personal disclosures [86]. However, stories 
may be less efective than fact-based interventions in some settings 
like those aimed at improving phishing detection [87]. Thus, the 
efectiveness of narrative interventions, as compared to fact inter-
ventions, varies considerably based on context. 

In addition to efectiveness varying based on intervention type, 
efectiveness may difer based on users’ individual diferences. For 
example, interventions to reduce electricity bills were more efec-
tive in liberal versus conservative households [29] and eforts to 
increase tax reporting by emphasizing social norms were efective 
except for with those carrying the most debt [30]. In the realm 
of online privacy, Peer et al. [31] investigated how responses to 
privacy nudges could be improved through personalization, fnding 
that nudges that difered based on users’ decision-making style 
enhanced efcacy. The efectiveness of diferent types of bottom-up 
psychosocial interventions, as well as how efectiveness is modu-
lated by individual diferences and content diferences, remains an 
open question. Researchers have also identifed user preferences 
on types of nudges vary based on sharing habits gender, age [82], 
perceived risks from sharing [12], and valence of content [11]. 

2.4 The present study 
The present study extends empirical testing of bottom-up psy-
chosocial interventions to the IDP literature, leveraging educational 
videos with the aim of supporting change in user’s IDP-relevant 
attitudes and behaviors and, in turn, reducing privacy violations. 
Intervention strategies build on prior literature that suggests the 
varied utility of fact- and narrative-based intervention in other 
applications. Additionally, each intervention built on fndings from 
nudge-based interventions regarding efectiveness of dissuasive 
mechanisms (i.e., cautioning and discourage sharing content with-
out permission) to reduce IDP violations [11, 77, 82] by promoting 
collaboration between the sharer and media subject [82]. Specif-
cally, we compared four groups of participants: 1) Control group 
who did not receive an intervention, 2) Concepts intervention group 
who learned about the concept of IDP violations or—as we termed 
it in the videos—‘privacy pirating,’ 3) Facts intervention group who 
were provided statistics about the prevalence and consequences of 
IDP violations, in addition to being introduced to the concept of 
privacy pirating, and 4) Narratives intervention group who were 
shown two stories about people negatively afected by IDP viola-
tions, as well as the concept of privacy pirating. All three experimen-
tal groups were provided information about the concept of ‘privacy 
pirating,’ as this provided necessary context for subsequent facts 
or narrative videos. A mix of quantitative and qualitative methods 
were utilized to assess attitudes and decisions to share potential 
IDP violations following the interventions, including how sharing 
decisions following the interventions were modulated based on 
individual diferences and features of the social media content. In 

addition, we qualitatively analyzed participants’ feedback regarding 
the interventions to determine the extent to which the psychosocial 
interventions for IDP preservation were perceived as efective and 
appealing. 

Considering narrative transportation theory and prior research 
highlighting the efectiveness of narrative-based interventions, in-
cluding in reducing personal disclosures online [86], we hypoth-
esized that emotional stories depicting the consequences of IDP 
violations would be especially well-received by users and efec-
tive in reducing subsequent sharing of other people’s information 
(H1). We further hypothesized that concept- and fact-based inter-
ventions would reduce sharing, compared to the control condition 
(H2), given that users may not otherwise have much awareness of 
IDP violations or ‘privacy pirating.’ 

Given that intervention efectiveness is likely to vary based on 
individual and content diferences [29-31], it follows that features 
of social media content may modulate intervention efectiveness as 
well. That is, psychosocial interventions might only reduce sharing 
of content that appears especially harmful, whereas sharing of ‘less 
serious’ IDP violations may continue in line with broader social 
media norms. On the other hand, it is possible that many people 
already avoid sharing what appears to be especially harmful content, 
such that those infuenced by the interventions reduce sharing of 
‘less serious’ IDP violations. Thus, we hypothesized that the extent 
to which participants reduced sharing following the interventions 
would vary based on the content valence, or the extent to which 
social media posts portrayed people in a positive or negative light 
(H3). However, the hypothesis was not directional. 

Lastly, we predicted that participant ratings regarding the seri-
ousness of IDP violations would modulate sharing decisions fol-
lowing the interventions. This hypothesis follows from previous 
work showing that people’s responses to a single individual pri-
vacy preference question were a primary factor in predicting their 
sharing of other people’s information online [15]. In particular, we 
expected that participants who rated IDP violations as less serious 
would be less responsive to the interventions, particularly in the 
narrative-based intervention, which we predicted would have the 
largest efect in altering sharing decisions (H4). 

3 METHOD 

3.1 Participants 
An Institutional Review Board in the Southeast of the United States 
approved this study. Participants were recruited via Amazon’s Me-
chanical Turk’s online participant panel and compensated $5 upon 
completion. To be eligible, participants had to be living in the United 
States, fuent in English, ages 18 to 60 years old, have normal or 
corrected-to-normal vision (i.e., for the video interventions and 
photo-based images), have normal or corrected-to-normal hearing 
(i.e., for the video interventions), and pass attention checks dur-
ing the experiment. The study used three reading-based attention 
checks and one open-ended question to evaluate the quality of 
responses. For reading-based attention checks, participants were 
required to provide matching age submission in two instances of 
the survey. Additionally, two multiple-choice questions required 
specifc responses to the attention check embedded within a study 
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Control Concept Facts Narrative Total 
Total N (%) 95 101 98 101 395 
Age (M (SD)) 35.8 (10.5) 37.6 (10.9) 35.6 (10.5) 36.1 (11.2) 36.3 (10.8) 
Gender n % 
Female 40 56 48 48 192 48.6% 
Male 53 45 50 53 201 50.8% 
Non-binary/third gender 1 1 0.3% 
Prefer not to say 1 1 0.3% 
Race 
American Indian or Alaska Native 3 3 3 1 10 2.6% 
Asian 5 4 4 5 18 4.5% 
Black or African American, Non-Hispanic 7 4 5 9 25 6.3% 
Hispanic, Latinx, or Spanish American 0 3 5 3 11 2.8% 
White, Non-Hispanic 80 87 80 83 330 83.5% 
Other 1 1 0.3% 
Highest Degree Earned 
High school diploma or equivalency (GED) 6 10 11 8 35 9% 
Associate degree (Junior College) 9 10 6 6 31 8% 
Bachelor’s degree 62 63 59 58 242 61% 
Master’s degree 18 15 19 27 79 20% 
Doctorate/Professional (MD, JD, DDS, etc.) 1 2 3 0.75% 
None of the above (less than high school) 2 1 3 0.75% 
Other 1 1 2 0.5% 

Table 1: Summary of participant demographics by experiment group 

task (see Appendix A.3). Reading-based attention checks were sup-
plemented with an open-ended question as recommended by prior 
research [96]. Responses to the open-ended question, "Please indi-
cate the main reasons that you share or re-share photos of other 
people online" were reviewed for each respondent to ensure the 
response was applicable the question, not a duplication of the ques-
tion or other responses (i.e., behaviors of a bot). Participants failing 
either of the reading-based or open-ended attention checks were 
removed from the study. The fnal sample included 395 participants, 
with participant demographics detailed by experiment group in 
Table 1. 

3.2 Experimental Manipulation 
Participants were randomly assigned to one of four groups. Those 
in the control group did not receive any information related to 
IDP, whereas participants in the three experimental groups viewed 
videos on the topic of IDP (see Appendix A for video transcripts). 
The video interventions were developed in Vyond [97], combining 
audio, animations, and text to explain issues related to IDP. Partic-
ipants in the experimental groups had the option of re-watching 
videos before moving on to the rest of the study. Additionally, par-
ticipants in the manipulation groups were required to respond 
to two knowledge-check questions as an attention check and to 
reinforce understanding of interpersonal privacy violations. The 
narrative group participants responded to two additional questions, 
given they viewed two key narrative scenarios. The design of the 
experiment required video content, and therefore video length, to 
vary between each group. The concept video was 2 minutes and 

16 seconds in length, facts was 3 minutes and 14 seconds, and the 
narrative video totaled 4 minutes and 16 seconds. 

3.2.1 Concept Intervention. The concept intervention video served 
as a foundation to all video interventions, as it explained the notion 
of IDP violations through sharing photos and other multimedia 
online. The concept intervention was designed to achieve con-
sciousness raising, which is used to target changes in behaviors by 
providing information about the causes, efects (e.g., consequences), 
and alternative behaviors for a situation [98, 99]. The video included 
an explanation of IDP, actions which cause violations, which was 
rebranded as ’privacy pirating’ to avoid technical jargon, general 
efects and consequences for victims, and recommendations on 
sharing decision making. See Appendix A.1.1 for the full script. For 
all interventions, videos were chosen as the delivery mechanism, 
because the use of pictures and entertainment-education are shown 
to be especially engaging [100], and we suspected participants may 
not read a series of long text passages. 

3.2.2 Facts Intervention. The facts intervention video built on the 
concept components and included fabricated facts on the prevalence 
of IDP violations and consequences for victims. Prior research into 
fact-based interventions have mixed results on relative benefts 
and efectiveness in changing opinions or behaviors [101, 102] 
and is complicated by individual preferences and starting opinions 
on the subject [102]. Research into IDP-relevant benchmarks and 
consequences, specifcally in regard to photos and other multimedia, 
was limited. Consequently, facts were fabricated because there was 
an insufcient number of existing benchmarks in this area, as well 
as to strengthen the experimental manipulation. See Appendix A.1.2 
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Figure 1: Screenshots from intervention videos 

for the full script. Since the facts were fabricated in an efort to have 
a stronger manipulation, an IRB-approved debriefng statement 
was provided to participants to explain this point following study 
completion. 

3.2.3 Narrative Intervention. The narrative intervention video built 
on the concept components as well, adding two stories that high-
lighted consequences of privacy violations for the victims. The 
narrative videos were designed using the Narrative Immersion 
Model and focused on experience narratives that were temporarily 
ordered, explained the relevant outcomes, and reinforced optimal 
decision-making and sharing behaviors [103]. Both narratives were 
designed to be somewhat tame, allowing for relatability to partici-
pants as ‘it could happen to anyone.’ See Appendix A.1.3 for the full 
script. Additionally, screenshots from each condition are shown in 
Figure 1. 

3.3 Questionnaires 
Participants completed a series of online questionnaires pertaining 
to their social media usage, intervention feedback, and attitudes 
about IDP interactions These questionnaires are described in detail 
below. 

3.3.1 Social Media Usage Qestionnaire. The Social Media Usage 
questionnaire included seven survey items developed to assess the 
participants’ social media photo sharing activity. Participants rated 
on a scale from 1 (never) to 8 (multiple times a day) how frequently
they shared or re-shared photos on social media based on source 
(i.e., taken by themselves, their friends, family or discovered on 
the internet), content (photos were of themselves or others), and 
intended audience for the shared photos (i.e., friends/connections, 
general viewers/public, or both). Participants also provided informa-
tion regarding the social media platforms where they have accounts 
and which they use for sharing photos. 

3.3.2 Intervention Response Qestionnaire. The Intervention Re-
sponse questionnaire included 13 survey items to measure partici-
pant ratings of intervention quality, knowledge about interpersonal 
privacy prevalence, and perceptions regarding how diferent parties 
are responsible for managing privacy (i.e., parents/guardians, peers 
or friends, schools, social media platforms or governments). Ques-
tionnaire items related to the quality of intervention were based 
on the Client Satisfaction Questionnaire adapted to Internet-based 
interventions (CSQ-I), which is often used to evaluate web-based 
health interventions [104]. Additionally, participants in the exper-
imental conditions were given an opportunity to provide open-
ended written feedback on ways the educational videos could be 
improved. See Appendix A.2 for full questionnaire. 

3.4 Meme decision-making task 
Participants also completed a meme decision-making task in which 
they viewed 68 photo-based memes and rated the likelihood that 
they would want to share those memes on their own social media 
profles (1 = extremely unlikely; 5 = extremely likely). The photo-
based memes were collected from social media and each included 
at least one person with a clear photo of their face and a brief text 
caption. A clear photo of the face meant that the meme included a 
stranger’s identifable information, and the text caption provided 
a common point of reference to ensure participants had a similar 
understanding of the meme and might potentially fnd it interest-
ing enough to share. The context varied between the memes (e.g., 
personal information such as passport photos, drug use, medical 
information, or sexual history of the photo subject), but each meme 
contained potentially sensitive information about strangers who 
were possibly unaware information was being spread on the in-
ternet by strangers. These context categories were generated by 
evaluating a large data set of photos via a qualitative approach [105] 
similar to Amon et al. [15]. To narrow the focus to potential IDP 
violations occurring when sharing of information about strangers, 
we excluded photos containing celebrities as the privacy of public 
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fgures may be perceived diferently. Additionally, we excluded 
photos that involved polarizing topics such as sexism, racism, or 
bigoted themes. 

3.5 Procedure 
After consenting to participate, participants completed eligibility 
questions to confrm they met inclusion and exclusion criteria 
for the study. Participants who proceeded also received a content 
warning, noting that they may view ofensive material should they 
choose to proceed with the study. This was necessary due to the 
nature of some of the stimuli in the meme decision-making task. 
Participants were randomly assigned to a condition. Those in the 
control condition completed the questionnaires, except for the sub-
scale assessing opinions about the video interventions, which did 
not apply to this group. In contrast, those in the experimental con-
ditions viewed their respective IDP video intervention before pro-
ceeding with the rest of the experiment. For experimental groups, 
the order of the meme decision-making task and the Intervention 
Response questionnaire were counterbalanced. This was due to 
concerns that 1) responses to the video interventions could be mod-
ulated by viewing memes depicting potential IDP violations, and 
2) responses to the meme decision-making task could be modu-
lated after the Intervention Response Questionnaire, which could 
increase refection about IDP violations. Notably, order was fur-
ther controlled through its inclusion as a covariate in a number of 
models presented below. Lastly, participants completed the Social 
Media Usage and demographic questionnaires. The average time to 
complete the study was 36 minutes. As noted earlier, participants in 
the facts condition received an IRB-approved debriefng statement 
following the study to explain some of the points in the video were 
fabricated for the purposes of the study. 

3.6 Valence ratings 
A separate and independent study was conducted to obtain the 
perceived valence (i.e., how positively or negatively the meme tar-
get was portrayed) for the 68 photo-based memes in the decision-
making task (§3.4). Participants were recruited via Amazon’s Me-
chanical Turk recruitment system. To be eligible for the study, 
participants had to be living in the United States, profcient in Eng-
lish, between the ages of 18 and 60, and regular social media users 
with an active social media account (i.e., logged in at least once 
per week). The 104 participants were presented with each meme in 
random order and rated each meme on the following dimension, 
"To what extent does this post portray the person in the photo 
negatively or positively?”. Participants provided responses on a 
Likert scale (1= very negatively, 5 = very positively). Those ratings 
were not shared with the current study’s participants. However, 
the average valence ratings for each image are used during the 
study analysis to understand the relationship of perceived positive 
or negative portrayals on sharing decisions. 

3.7 Qualitative analysis of intervention 
feedback 

Participant’s receiving a video-based intervention were asked an op-
tion open-ended question, "How could this material be improved to 
make it a more efective learning experience?". Thematic qualitative 

analysis was performed using NVIVO software. Two coders inde-
pendently reviewed each comment and constructed initial themes 
using open coding. The coders performed a comparative analy-
sis of each response individually to develop and assign themes to 
note similarities and diferences. Once each coder developed their 
themes and subthemes, they compared their frameworks in detail 
to converge on a fnal set of themes and subthemes, ultimately 
arriving at seven key themes. The analysis included two rounds 
of each coder separately re-coding each response to align to the 
seven themes and then discussing the codebook development. In 
the third round, each response was reviewed collaboratively for 
consensus on seven core themes divided into eight subthemes. As 
the thematic coding process involved multiple rounds of reviews, 
recoding, and revising themes and subthemes to discover the fnal 
emergent codebook, we did not measure the inter-rater reliability 
score [106]. 

4 RESULTS 

4.1 Preliminaries 
Participants completed a meme decision-making task where they 
viewed a series of photo-based memes from social media and rated 
the likelihood that they would share each online. The average 
sharing likelihood rating across memes was 2.69 (SD = 1.00) out 
of 5, with higher ratings indicating a greater likelihood of sharing. 
The second study used to rate memes on valence, or how positively 
or negatively they portrayed the photo target, demonstrated an 
average valence rating of 3.06 (SD = .38) out of 5, with higher ratings 
indicating a more positive portrayal. 

On average, participants rated IDP violations as relatively serious 
(M = 3.83; SD =0.97) (see Figure 2 for distributions) and felt that so-
cial media platforms (74%) were primarily responsible for managing 
inappropriate private content that leads to IDP violations, followed 
by the original person who posted (59%), other social media users 
(37%) and governments (13%; note that participants could select 
multiple options for the latter). Participants were asked to indicate 
one or multiple parties they perceived as responsible for educating 
social media users about the dangers of IDP violations. Most partici-
pants indicated social media platforms (81%) and parents/guardians 
(60%) have a role in educating users, with fewer identifying peers 
or friends (46%), schools (43%) and governments (e.g., social pro-
grams) (32%) (see Figure 3 for distributions). Participants were also 
asked how often they share or re-share photos on social media 
and most indicated that they shared online photos multiple times 
a week (22%), followed by multiple times a month (16%), once a 
week (12%), less than once in a month (12%), multiple times per 
day (12%), once in a day (12%), once in a month (10%) and never 
(5%). Additionally, participants most frequently shared photos with 
friends or connections (58%), followed by friends and general public 
(28%), general public (10%) and no sharing or re-sharing of photos 
(4%). The primary social media platforms used by participants are 
shown in Table 2. 

4.2 User IDP-relevant attitudes and perceptions 
of interventions 

To address RQ1, we frst investigated individual attitudes and per-
ceptions of IDP based on the four conditions using a one-way 
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Table 2: Summary of social media platforms used by participants 

              
platform platform 

Discord 15% 5% 
Facebook 91% 71% 
Flicker 3% 2% 

Instagram 89% 67% 
Myspace 5% 2% 
Pinterest 33% 9% 
Reddit 39% 6% 

Snapchat 31% 12% 
TikTok 33% 12% 
Twitch 16% 2% 
Twitter 69% 32% 

WhatsApp 50% 34% 
YouTube 78% 22% 

Other (e.g., Gab, MeWe, Parler, Quora) 1% 1% 
NA: I do not share photos on social media. 3% 

Total number of platforms M(SD) = 5.57(2.28) M(SD) = 2.79(1.92) 

Name of platform Participants who have an account on Participants who share photos on

Figure 2: Perceived seriousness of IDP violations 

Figure 3: Responsibility for education of IDP violation dan-
gers 

multivariate analysis of variance (MANOVA) with condition as the 
independent variable and dependent variables including ratings of 

IDP commonality, IDP seriousness, and the need for IDP precau-
tions as indicated on the Intervention Response Questionnaire. We 
performed an a priori power analysis with an ANCOVA F-Test (four
groups with � = 0.5) and estimated 400 participants were needed to 
reach a power of 90% to detect an efect size f equal to 0.25. Consid-
ering the statistically signifcant one-way MANOVA for the main 
efect of condition (F (3,391) = 2.56, p = .006, �2 = .02) and plotting
of residuals identifed no concerns with distribution, univariate 
one-way ANOVAs were used to examine each dependent variable 
separately to identify which contributed to the signifcant overall 
efect. Ratings of IDP commonality varied signifcantly based on 
video intervention type, F (3,390) = 6.60, p < .001, �2 = .05. Pairwise
comparisons revealed that the narrative intervention (M = 3.76; SD
= 0.83) resulted in signifcantly higher ratings of IDP commonal-
ity than the facts (M = 3.33; SD = 1.07 or concept (M = 3.47; SD
= 0.94) interventions, p < .05. All other efects were statistically
non-signifcant, p > .05.

Next, we investigated individual attitudes and perceptions spe-
cifc to the three video interventions, excluding the control con-
dition from analysis due to control participants not receiving a 
video intervention. The dependent variables included self-reported 
amount of new knowledge learned, video efectiveness, need for 
increased IDP awareness, and IDP topic importance, and the in-
dependent variable was video intervention type with order as a 
covariate (i.e., order of Intervention Response Questionnaire or 
meme decision-making task presentation). The MANOVA was sta-
tistically non-signifcant for intervention type, indicating that video 
interventions were perceived as relatively equivalent in efective-
ness and did not result in diferent ratings of IDP seriousness, p >
.05. However, there was a small but statistically signifcant efect 
of order for the MANOVA (F (1,296) = 2.44, p = .04, �2 = .03). A
one-way ANOVA follow-up test demonstrated that participants 
who completed the meme decision-making task before the Inter-
vention Response Questionnaire (M = 4.31; SD = .68), versus after

https://2.79(1.92
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(M = 4.06; SD = .80), indicated a greater need for IDP awareness,
F (1,296) = 8.08, p = .005, �2 = .03. Thus, viewing meme examples of
potential IDP violations led participants to view IDP awareness as 
more important. 

Given the three video intervention types were rated relatively 
similar in efectiveness by participants, additional analyses were 
used to test if there was a net positive efect of the interventions. A 
one-sample t-test examined whether change in knowledge about
IDP difered signifcantly from a null hypothesis of no change. Par-
ticipants reported a signifcant increase in IDP knowledge (M =
0.90; SD = 1.20) based on the video interventions, t(299) = 12.95, p
< .001, 95% CI [.76, 1.04]. An additional one-sample t-test compared
participants’ perceptions of video efectiveness to a null hypothesis 
of neutral on the 5-point rating scale (i.e., a value of 2.5). Taken 
together, participants were relatively optimistic about the potential 
efectiveness of the interventions (M = 4.14; SD = 0.75), with an
efectiveness rating signifcantly higher than neutral, t(299) = 38.11,
p < .001, 95% CI [4.06, 4.22]. A one-sample t-test was also used to
examine whether those exposed to the intervention agreed that 
more IDP awareness was needed, with participants scoring signif-
cantly higher in agreement than predicted by the null hypothesis 
of neutral (i.e., a value of 2.5 on the 5-point rating scale), t(299) =
38.79, p < .001, 95% CI [4.10, 4.27]. Lastly, comparing ratings of topic
importance (M = 4.39; SD = .64) to a null hypothesis of neutral (2.5)
on the 5-point scale, confrmed that participants found the topic of 
importance, t(299) = 51.05, p < .001, 95% CI [4.32, 4.47]. These efects
remained statistically signifcant with the conservative Bonferroni 
correction for multiple tests (adjusted � = .01). 

4.3 Intervention efectiveness in changing 
sharing decisions 

To assess RQ2-4, we analyzed infuence of intervention type, content 
diferences in terms of meme valence, and individual diferences 
in terms of IDP-attitudes on sharing decisions. We investigated 
the degree to which participant’s short-term decisions to share 
photos of other people in social media difered based on condition 
using an incremental set of mixed-efects regression models. For 
our frst model, we hypothesized that the emotional characteristics 
of narratives depicting consequences of IDP violations would lead 
to reduced sharing (H1), and concept- and fact-based interventions 
would reduce sharing because of increases awareness of the IDP 
violations (H2). To test these hypotheses, we regressed sharing 
ratings from the meme decision-making task condition on condition, 
with participant as a random intercept.1 Using this approach, the
main efect of condition was non-signifcant, p > .05, therefore not
conclusively supporting H1 and H2. See Table 3 Model 1 for full 
results. 

The aim of the interventions was not necessarily to decrease all 
types of sharing equally. Instead, it was considered potentially more 
feasible and, in some cases, desirable to decrease sharing of photos 
which have the most potential to cause harm. Along these lines, the 
meme decision-making task included photo-based memes that var-
ied in their portrayal of the target. Whereas some memes portrayed 

1Note that order was originally included in the models. However, order was removed for
the sake of parsimony due to its non-signifcance as a covariate across the mixed-efects 
models. All efects described in the section were similarly signifcant or non-signifcant 
regardless of the inclusion of the order covariate. 

more extreme examples of potential IDP violations (e.g., pictures 
of passports or crude remarks about the target’s sexual history), 
other memes portrayed targets positively (e.g., showing a fun family 
moment). A range of IDP violation severity was included for two 
reasons: First, an intervention that decreases sharing of the most 
harmful information about others would be considered success-
ful. Second, it is possible that some people may be against sharing 
any type of information about other people without permission, 
including photos that portray other people positively [107]. For 
example, France has enacted legal ramifcations for posting other 
people’s photos without permission [108], and this policy does not 
distinguish between the sharing of positive or negative information 
about others. Thus, we examined intervention efectiveness in light 
of the valence ratings described earlier. 

We examined the extent to which the interaction between condi-
tion and valence ratings predicted participants’ decisions to share 
information about others in social media using a mixed-efects mul-
tiple linear regression with participant as a random intercept (see 
Table 3 Model 2 for full results). For this interaction, we hypothe-
sized (H3) that the extent to which participants reduced sharing 
following the interventions would vary based on the content va-
lence, without specifc assumptions on directionality. There was 
a signifcant main efect of meme valence, � = .26, p < .001, such
that more positively valenced memes were more likely to be shared. 
Controlling for valence resulted in a marginally signifcant main 
efect of condition, where the concept (� = -.25, p = .10) and facts (�
= -.30, p = .06) conditions resulted in a decrease of sharing during
the meme decision-making task.2 This main efect was superseded
by the signifcant interaction between condition and valence rat-
ings. As demonstrated in Figure 4, the likelihood of sharing was 
lower when photo targets were portrayed more negatively. This 
efect was enhanced in the facts condition compared to the control, 
such that more negatively-valenced memes were shared less fol-
lowing the facts intervention, � = .06, p = .001. The opposite was
true in the narrative condition: Compared to control, participants 
in the narrative condition were slightly more likely to share nega-
tive memes and less likely to share positive memes, � = -.04, p =
.04. The narrative condition was also more likely to share negative 
memes compared to facts (� = -.10, p < .001) and concept (� = -.06,
p < .01) participants. Overall, participants were less likely to share
memes that portrayed people negatively, and this efect was am-
plifed in the concept and facts conditions. No other comparisons 
were statistically signifcant, p > .05.

We hypothesized that the interventions would not be equally 
efective across all participants; specifcally that participant ratings 
regarding the seriousness of IDP violations would modulate shar-
ing decisions following the interventions (H4). Although a number 
of variables could be used to examine individual diferences in 
intervention responsiveness, it was noted in earlier fndings that 
participant ratings regarding the degree to which IDP violations 
constituted a serious problem were stable regardless of condition. 
Thus, we considered this the most straightforward single mea-
surement of individuals’ social media attitudes and willingness to 
respond to IDP interventions, allowing for model parsimony similar 
2Our confdence in rejecting the null hypothesis lies along a continuum, consistent
with the notion that p-values and efect sizes should be interpreted as a continuous 
variable [109]. Thus, we acknowledge marginal efects in our fndings. 
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Table 3: Estimates and standard errors for models predicting participants’ meme sharing likelihood based on condition (M1), 
condition by meme valence (M2), and condition by participants’ ratings of IDP seriousness (M3) 

Dependent    
Model 1(M1) Model 2 (M2) Model 3 (M3) 

Predictors � (SE) � (SE) � (SE) 
Concept intervention -0.20 (0.14) -0.25 (0.15) 0.05 (0.60) 
Facts intervention -0.12 (0.14) -0.30 (0.15) 0.02 (0.55) 
Narrative intervention -0.01 (0.14) 0.11 (0.15) 1.72** (0.57) 
Meme valence 0.26*** (0.01)
Concept interventions * Meme valence 0.02 (0.02)
Facts intervention * Meme valence 0.06*** (0.02)
Narrative intervention * Meme valence -0.04* (0.02)
IDP seriousness belief 0.02 (0.10) 
Concept intervention * IDP seriousness belief -0.07 (0.15)
Fact intervention * IDP seriousness belief -0.04 (0.14)
Narrative intervention * IDP seriousness belief -0.44**(0.15)
Intercept 2.77*** (0.10) 1.97*** (0.11) 2.71*** (0.39)
Observations 26,860 26,860 26,860
Log Likelihood - 36,475 -35,569 -36,466
Akaike Inf. Crit. 72,961 71,158 72,952
Bayesian Inf. Crit. 73,011 71,240 73,034
Note: *p<0.1; **p<0.05; ***p<0.01

Variable: Sharing Likelihood

Figure 4: Interaction efect of average valence rating on like-
lihood to share a photo. 

to that presented in Model 2. A mixed-efects multiple regression 
model was used to examine the interaction between condition and 
ratings of IDP violation seriousness in predicting meme sharing 
decisions. Accounting for individual diferences in beliefs about 
IDP violation seriousness, the fndings revealed a signifcant main 
efect of condition. Specifcally, there was an overall increase of 
meme sharing likelihood in the narrative condition compared to 
control, � = 1.72, p = .003, concept (� = 1.66, p = .007) and facts (�
= 1.69, p = .003) conditions. Moreover, the statistically signifcant
two-way interaction depicted in Figure 5 between condition and 
self-reported IDP seriousness indicated that the narrative condition 
backfred to increase the desire to share among those who do not 
believe IDP violations are a serious problem, � = -.44, p = .003. In
contrast, those who do believe IDP violations are serious responded 

Figure 5: Interaction efect of perceived seriousness of IDVPs 
on likelihood to share a photo 

to the narrative intervention by decreasing their sharing likelihood. 
All other comparisons were statistically non-signifcant, p > .05.

Lastly, we used an ANOVA to test the relative ft of the mixed-
efects models described above, along with Akaike information 
criterion (AIC) comparisons to provide converging evidence for the 
model comparisons. Using this approach, we confrmed that the 
model accounting for condition and valence (AIC = 71158) better 
accounted for the data than the model with condition alone (AIC = 
72961 X2 (4) = 1811.1, p < .001). This was also true when comparing
the model with participants’ IDP seriousness ratings in addition 
to condition (AIC = 72952): IDP seriousness ratings contributed 
positively to model ft, X2 (4) = 17.40, p = .002. We conclude that
individual and content diferences are important considerations 
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when examining IDP intervention efectiveness; thus the fndings 
support H3 and H4. 

4.4 Qualitative analysis of user open-ended 
feedback 

4.4.1 Themes: How could this material be improved to make it a 
more efective learning experience? Participants were asked to pro-
vide open-ended feedback on their intervention experience and 
suggested improvements for learning efectiveness, which we exam-
ined quantitatively through thematic coding. Overarching concepts 
included strategies to improve intervention efectiveness (e.g., more 
relatable stories and examples of desirable user behavior), training 
experience (e.g., audio and visual quality), and satisfaction with 
the material (see table in Appendix A.4 for summary of themes). 
In terms of satisfaction with the video interventions, all three in-
terventions were well received by participants, with 83 comments 
either stating no improvements were needed or general positive 
statements about the videos (e.g., "No improvements needed. The 
video gets the point across well."), compared to six comments related 
to negative opinions about the intervention quality or efective-
ness (e.g., “diferent concern from many people’s opinion was too 
much”). In addition, some participants (n = 5) doubted the video 
intervention would be efective in changing some user’s sharing 
behaviors (e.g., “I worry that nothing will change the habits of the 
new generation of Snap users.”). 

The remaining comments were organized into themes of video 
quality and overall training experience (n = 41), request for more re-
latable content and stories (n = 65), suggestions to expand training
scope to address personal strategies for IDP violation prevention 
(n = 19), and strategies to achieve increased efectiveness through
dissemination of the material (n = 26). For example, in the dissemi-
nation of the material subtheme, participants suggested having an 
awareness campaign to educate social media users regarding inter-
personal privacy violations (e.g., "There need to be awareness cam-
paigns on social media and television and in the schools"), as well as 
provided suggestions for the target audience (e.g., "Awareness for 
those who frequently use social media without much knowledge 
about privacy pirating"). Coders were unable to attribute a theme 
for 52 responses due to ambiguity in participant’s comments or 
non-answers (e.g., "prefer not to say", "Not sure"). The fndings from 
participant’s feedback will be used to improve future versions of 
each video intervention and associated evaluation materials. 

4.4.2 Comparison of condition diferences. The most common 
theme identifed was increasing efectiveness through more re-
latable content and narratives, specifcally "real word examples" 
of IDP violations users might face on social media platforms. This 
theme appeared most in the concept condition (n = 29), but also
appeared in the facts (n = 22) and narratives (n = 14) conditions.
The experiment intentionally deprived the concept and facts condi-
tions of strong narrative examples. These participants requested 
personal testimonies related to IDP violations, such as a concept 
group participant noting the importance of "having some testi-
monials by people who were actually afected" and a facts group 
participant indicating "... adding articles about real incidents and 
people’s interview" would support video intervention efectiveness. 

Notably, the narrative participants shared similar feedback, albeit 
less frequently. 

The narrative conditions videos begin with the statement that 
"This experience is based on a true story with names changed" and 
focuses on the action of the photo sharer and consequences for the 
victim, which include impacts to social and economic well-being 
(Appendix A.1.3). However, participants in the narrative condition 
still recommended "real world examples." Specifcally, narrative 
participants mentioned the desire to see the real victim (e.g., "show 
videos of live people that have gone through situations that have 
ruined their lives due to privacy pirating" or " Personal testimony 
from someone afected"). We conclude that frst-person perspectives 
may be more efective in immersing participants in the narrative, 
with the potential to alter intervention efectiveness, though this 
requires further testing. 

5 DISCUSSION 
As noted by Bak-Coleman et al. [109], “There is no reason to believe 
that human social dynamics will be sustainable or conducive to 
wellbeing if left unmanaged.” The rise of social media as a major 
channel of communication has drastically increased the threat of 
IDP violations. Despite the pressing need for interventions to sup-
port privacy attitudes and behaviors, empirical research geared 
toward identifying evidence-based bottom-up IDP privacy preser-
vation strategies is limited [83]. Moreover, previous attempts at 
testing psychosocial interventions for IDP preservation have back-
fred to increase users’ sharing [15]. The objective of the present 
study was to identify psychosocial interventions that promote users’ 
IDP awareness (RQ1) and decrease sharing of other people’s pri-
vate information through photos and other multimedia (RQ2). We 
also examined how intervention efectiveness was modulated by 
content (RQ3) and individual (RQ4) diferences to develop a more 
holistic understanding of intervention efcacy. In doing so, we iden-
tifed intervention features that decrease sharing of potential IDP 
violations, as well as factors that lead to intervention backfring 
and increase sharing of potentially sensitive information. 

5.1 Intervention efects on social media sharing 
likelihood 

An important question in designing bottom-up psychosocial strate-
gies concerns what intervention types reduce sharing of potential 
IDP violations. Prior literature in the computer science and public 
health domains suggests two primary intervention types: Those that 
include facts and those that include narratives [20, 22, 23, 86, 87]. A 
third ‘concept’ intervention category was also developed, because 
it was unclear how users would respond to the mere idea of IDP 
(or ‘privacy pirating’). Unexpectedly, the latter concept interven-
tion had the greatest efect in reducing sharing of potential IDP 
violations, but only for social media content that depicted people 
relatively negatively. Paired with fndings that participants rated 
IDP violations as relatively high in seriousness, these results suggest 
that social media users are receptive to general information about 
IDP and responsive in changing some of their sharing behaviors, at 
least in the short-term. The fnding that users only reduced sharing 
of negative portrayals highlights that, even when infuenced by the 
intervention, sharing decisions were likely still informed by users’ 
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pre-existing social media beliefs about what is acceptable to share. 
It is promising that the concept intervention reduced sharing of 
negative information about others, but users have been developing 
and strengthening their sharing preferences for extended periods 
of time through ongoing social media usage. The concept inter-
vention represents a path forward for IDP preservation, but it is 
to be expected that a one-time intervention will not necessarily 
transform a person’s social media sharing preferences. 

Because IDP is inherently a social phenomenon, we hypothesized 
that the narrative condition would lead to the greatest reduction 
in IDP-relevant sharing due to its ability to convey complex so-
cial information (e.g., other people’s perspectives, emotions, and 
consequences) [110, 111]. We crafted stories that depicted individ-
ual’s diferent privacy preferences and how they were violated by 
other people’s sharing decisions, linking the social media sharing 
to consequences for the victim that sounded like ‘it could happen 
to anyone.’ In contrast to our hypothesis, the narrative condition 
backfred to increase sharing among users who rated IDP violations 
as less serious. It is possible that, for users already in the mindset 
that IDP violations are not very serious, the narratives that we 
provided may have seemed mild and inadvertently reinforced their 
preexisting IDP attitudes. However, more research is needed to 
examine exactly which aspects of the narrative intervention caused 
it to backfre. 

The facts intervention was slightly less efective than the con-
cept video in decreasing sharing of negatively-valenced content. 
This reduction in efectiveness occurred despite the facts about 
IDP prevalence and consequences being embedded into the con-
cept video to provide context to the presented facts. It may seem 
surprising that the facts diluted the efectiveness of the concept 
information. However, as with the narratives, we suspect that the 
facts we developed for the intervention were not perceived as es-
pecially compelling. Taken together, that the facts and narratives 
lowered efectiveness of the concept information highlights the im-
portance of ensuring all portions of an intervention are impactful 
and have added value, so as not to detract from the main messaging. 

Whereas previous literature highlights facts (i.e., statistics) and 
narratives (i.e., emotional stories) as especially impactful interven-
tions [112, 113], our fndings suggest that there are cases in which 
mere awareness of concepts is an important frst step toward social 
change. Previous research has examined facts as a means of reduc-
ing phishing attacks [87] or stories to reduce personal disclosures 
[86], but the basic premises of phishing and personal privacy are 
likely more well-known than IDP. Given the lack awareness of the 
term IDP violation, we coined a user-friendly term like ‘privacy 
pirating’ to address this point. More research is needed to examine 
specifc features of facts and narratives that enhance the concept 
intervention, as well as long-term impact of the interventions. 

5.2 Interdependent privacy attitudes 
In addition to examining sharing decisions following intervention, 
we investigated the extent to which the interventions altered IDP-
relevant attitudes. Taken together, the interventions were associ-
ated with a self-reported increase in IDP knowledge, interventions 
were perceived as efective, the IDP topic was rated as important, 

and participants agreed that the intervention was needed. Over-
all, survey responses support that IDP interventions are viewed as 
informative and will be well-received by the general public. 

Notably, the interventions did not alter users’ ratings of IDP 
seriousness compared to control, nor did interventions alter par-
ticipant ratings regarding the need for more IDP precautions. One 
explanation is that these particular privacy preferences are more 
trait-like in that they represent characteristics of thinking, feeling, 
and behaving that generalize across situations, whereas ‘states’ 
are relevant to a specifc time and context [114]. For example, a 
person’s overall rating of IDP seriousness might be relatively stable 
over time, but their sharing of specifc material may vary based 
on privacy-relevant contextual factors. This notion is consistent 
with research demonstrating the interplay between individual and 
situational traits in determining privacy decisions [115]. For this 
reason, a reduction of IDP-relevant sharing based on intervention 
type may not be accompanied by a change in overall IDP attitudes. 

The narrative condition was associated with a signifcant in-
crease in participant’s beliefs that IDP violations are common and 
occur frequently. As previously mentioned, we focused on develop-
ing narratives with the intention of communicating ‘it could happen 
to anyone.’ The focus was on ordinary rather than extraordinary 
scenarios and consequences. For example, the story about ‘Matteo’ 
noted he was working as a cashier when a stranger took a picture 
of him that subsequently went viral. Thus, while the narrative may 
have backfred by increasing sharing among those who thought 
IDP violations were not especially serious, the narratives appear ef-
fective in communicating IDP violations as something that happen 
with relative regularity. 

5.3 User’s intervention preferences 
The qualitative results underline users’ strong preference for real-
world stories as a part of IDP interventions. Even in the narrative 
condition, participants noted that they wanted to hear more stories 
or even stories in the frst person (versus third person). The fndings 
are in line with narrative transportation theory, or the idea that 
narratives are a powerful source of social infuence that serve to 
engage and encourage meaning making [88, 89, 92, 116]. In working 
to understand a fairly new concept like IDP or ‘privacy pirating,’ it 
is understandable that users would want to hear concrete examples. 
On the one hand, our fndings demonstrated that narrative interven-
tions could backfre to increase sharing of potential IDP violations 
for certain types of users. On the other hand, user responses to 
the interventions highlight that stories are likely still an important 
element of bottom-up psychosocial interventions that require more 
research to optimize efectiveness. 

Additionally, participant’s requested prescriptive strategies to 
prevent IDP violations as a sharer and victim. Prescriptive narra-
tives can be efective in making concepts more relatable, even when 
contrasting with previously held beliefs [117]. Hearing real people 
share their stories with prescriptive techniques to prevent IDP vio-
lations can help users emotionally and intellectually connect with 
a concept that is inherently social in nature. Overall, the qualitative 
user feedback provides additional direction for future intervention 
strategies. 
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6 LIMITATIONS AND FUTURE DIRECTIONS 

6.1 Limitations 
This experiment examined changes in user’s IDP-relevant attitudes 
and decisions to share photos of varying valence and content fol-
lowing video-based educational interventions. Given the focus on 
limiting interdependent privacy violations, versus sharing of per-
sonal information, the focus was necessarily limited to IDP vio-
lations that involved the sharing or re-sharing of content others, 
not of oneself. Moreover, the study also limited its scope by using 
photo-based memes to evaluate users’ decisions to share poten-
tially sensitive information about other people. To understand the 
efect of photo valence on each area, a second set of participants 
were used to rate meme valence to reduce survey burden and the 
potential for order efects. The researchers acknowledge the limita-
tions of using valence ratings from a diferent group of participants 
with potentially varying perceptions of the memes. However, the 
use of a sufcient sample size (104 participants and 68 memes) 
and similar general eligibility requirements (e.g., same age require-
ments) allows for the ratings to remain relevant for the current 
study. In measuring changes in knowledge for IDP violations, the 
study used self-reported assessments of pre-and post-knowledge. 
Self-assessments have their limitations as participants may be un-
able to accurately assess their knowledge. However, prior research 
has found retrospective pre- and post-test self-assessments (i.e., 
performing the self-assessment after the intervention) can address 
specifc self-assessment limitations such as response-shift bias (i.e., 
participant’s understanding of a concept changes between pre and 
post-tests) [118], therefore allowing for representative assessments 
of knowledge shifts. Lastly, conditions had diferent durations for 
intervention exposure inherent to each condition’s design. The nar-
rative condition had the fewest participant comments about video 
length, despite having the longest intervention length. It is unclear 
whether duration of an intervention impacts efectiveness (i.e., par-
ticipant fatigue). The researchers acknowledge the limitation of not 
directly evaluating duration as a confounding variable. 

6.2 Future Directions 
This research has a number of future directions related to the in-
tervention framework (e.g., concept vs narrative-based), content 
(i.e., images used in sharing decision task), and evaluating addi-
tional IDP-relevant attitudes. We aimed to compare efectiveness 
of three major types of psychosocial interventions. The current 
study identifed concept-based interventions were most efective in 
reducing the sharing of negatively-valanced photos of other people. 
This fnding suggests a major gap in social media users’ knowl-
edge about IDP and suggests that even learning about the basic 
concept of IDP or ‘privacy pirating’ has benefts in raising partici-
pant’s consciousness of the issue and reducing prevalence of the 
least desirable behaviors. We recommend that IDP awareness inter-
ventions be incorporated into more traditional cyber security and 
privacy trainings. Additional research is also needed to identify the 
strongest drivers for the behavior change from the concept-based 
interventions (e.g., awareness of consequences of IDP violations 
for all parties or providing examples of model sharing behavior). 

Similarly, participants expressed a strong preference for relat-
able narratives to explain the causes, consequences, and prevention 

strategies related to IDP violations. Thus, despite the fact that narra-
tive interventions backfred to increase sharing among some users, 
our research suggests that narrative-based interventions may still 
be a relevant tool to change photo-sharing behaviors [119, 120]. 
Future intervention studies should test narratives with extremely 
negative and sensitive scenarios (in contrast to our ‘it could happen 
to anyone’ scenarios), from both the frst and third person. Prior 
research suggest that narratives that efectively allow participants 
to shift perspectives (e.g., seeing a situation from the perspective 
of another person) can be efective in changing behaviors [99]. 

Future studies can include follow-up assessments regarding each 
participant’s overall IDP attitudes and sharing likelihood at set in-
crements to determine if infuence fades over time, or, alternatively, 
if repeated exposure to intervention content can sustain changes 
in attitudes and behaviors. Another research direction is to under-
stand to what extent individual IDP-relevant attitudes modulate 
intervention efectiveness. Specifcally, researchers should consider 
the relationship between commonly observed sharing behaviors 
and social capital factors in intervention efectiveness. For example, 
researchers may use recent real-world photo examples to make the 
content relatable. If participants were exposed to this content in 
their real lives, they may perceive this sharing behavior as socially 
acceptable and replicate the observed sharing behaviors despite 
the intervention. This could be achieved by asking participants if 
they have seen similar content before or measuring the importance 
of social capital for each participant. Additionally, research into 
the infuence of individual attitudes should focus on how to design 
interventions to target diferent types of users, with the ability 
to tailor content and behavior changing strategies based on these 
diferences. 

7 CONCLUSIONS 
The present research provides empirical evidence on the relative 
efectiveness of bottom-up psychosocial interventions that include 
concepts (i.e., general information), facts (i.e., statistics), or narra-
tives (i.e., emotional stories) in changing IDP-relevant attitudes and 
photo-sharing behaviors compared to a control condition. These 
experimental groups used educational videos that incorporated 
emerging fndings regarding strategies for infuencing attitudes 
and behaviors across a variety of public health, political, and social 
issues. Overall, users rated the IDP interventions positively and felt 
that the interventions were needed. In particular, the interventions 
explaining the general ’concept’ of IDP and ‘facts’ about IDP de-
creased sharing of especially negatively-valenced memes depicting 
other people, compared to the control and narrative conditions. In 
contrast, the condition sharing emotional ‘narratives’ backfred to 
increase sharing likelihood of potential IDP violations among users 
who did not feel IDP violations were especially serious, whereas 
narrative-condition users who rated IDP violations as serious re-
duced memes sharing. Notably, qualitative analysis revealed that 
participants overwhelmingly desired to hear more IDP narratives, 
despite this being the least efective condition in terms of altering 
user’s sharing behaviors. The concept- and fact-based IDP interven-
tions hold promise in reducing IDP violations in social media, but 
careful consideration of narratives and their potential to backfre is 
required even in the face of positive participant feedback. 
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APPENDICES 

A INTERVENTION EDUCATION VIDEO 
TRANSCRIPTS 

A.1 CONCEPT CONDITION

Figure 6: Screenshot from Concept experimental manipula-
tion video. 

You might have heard of the term pirating, where people take 
copyrighted content without permission. But have you heard of 
privacy pirating? Privacy pirating happens when people take and 
then share other people’s photos or information on social media 
without permission and without considering the other person’s 
privacy preferences. 

It is common for people to post photos and information about 
their friends, family, and other people they know. However, doing 
so without permission can turn a friend or family member into 
a victim of privacy pirating, if they feel the information or pho-
tos shared were embarrassing, private, or simply makes them feel 
uncomfortable. 

Privacy pirating can also occur when people re-share stranger’s 
photos and information they fnd online, contributing to the spread 
of another person’s private information. A popular way to share 
content about other people is through memes, which often in-
clude photos of people with an entertaining or funny caption. Even 
though memes may be funny, touching, or relatable, it is difcult to 
know if the person in a meme provided permission for their image 
to be used by the public. 

Victims of privacy pirating may be left feeling helpless as they 
wonder who will see their information, what others will say about 
them, and how the information may afect their relationships. In 

https://www.vyond.com
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addition to experiencing signifcant distress, some victims may 
become targets of harassment, and sufer other negative personal 
and professional consequences. 

It’s important to remember that every person has their own level 
of comfort when it comes to what they consider too private or 
embarrassing to share on social media. Moreover, even if someone 
shares information about themselves, they may not have intended 
for it to be re-shared by other people. When you post online with-
out considering other people’s privacy preferences, you could be 
creating a victim of privacy pirating. 

The goal of this video is to raise awareness about ‘privacy pirat-
ing.’ We hope you have learned about its impact and will share this 
information with others. 

A.2 FACTS CONDITION
Note that ‘facts’ were embedded in the ‘concept’ condition video 
to provide context about IDP or ‘privacy pirating.’ Thus, content 
specifc to the facts condition are italicized below. 

Figure 7: Screenshot from Facts experimental manipulation 
video. 

You might have heard of the term pirating, where people take 
copyrighted content without permission. But have you heard of 
privacy pirating? Privacy pirating happens when people take and 
then share other people’s photos or information on social media 
without permission and without considering the other person’s 
privacy preferences. 

It is common for people to post photos and information about 
their friends, family, and other people they know. However, doing 
so without permission can turn a friend or family member into 
a victim of privacy pirating, if they feel the information or pho-
tos shared were embarrassing, private, or simply makes them feel 
uncomfortable. 

A survey of 1000 social media users revealed: 
One third of users 18-24 had embarrassing or private information 

of themselves shared online by another person; 
30% experience decreased mental health and quality of life due to 

their social media image 
60% support platform restrictions on the re-posting of content to 

better control their privacy 
Less than 10% believed nothing should change about other’s sharing 

practices 
Privacy pirating can also occur when people re-share stranger’s 

photos and information they fnd online, contributing to the spread 
of another person’s private information. A popular way to share 
content about other people is through memes, which often in-
clude photos of people with an entertaining or funny caption. Even 

though memes may be funny, touching, or relatable, it is difcult to 
know if the person in a meme provided permission for their image 
to be used by the public. 

Victims of privacy pirating may be left feeling helpless as they 
wonder who will see their information, what others will say about 
them, and how the information may afect their relationships. In 
addition to experiencing signifcant distress, some victims may 
become targets of harassment, and sufer other negative personal 
and professional consequences. 

Last year, there were over 10,000 police reports in the US related to 
online harassment or privacy violations from sharing of photos and 
videos. Majority of those victims reported new or worsening symptoms 
for anxiety and depression disorders; 

60% of those victims said photos were initially shared by friends or 
a social acquaintance without consent. 

It’s important to remember that every person has their own level 
of comfort when it comes to what they consider too private or 
embarrassing to share on social media. Moreover, even if someone 
shares information about themselves, they may not have intended 
for it to be re-shared by other people. When you post online with-
out considering other people’s privacy preferences, you could be 
creating a victim of privacy pirating. 

The goal of this video is to raise awareness about ‘privacy pirat-
ing.’ We hope you have learned about its impact and will share this 
information with others. 

A.3 NARRATIVE CONDITION
Note that ‘narratives’ followed the ‘concept’ condition video to 
provide context about IDP or ‘privacy pirating.’ 

A.3.1 Mateo: Admired Cashier. This experience is based on a true
story with names changed.

Figure 8: Screenshot from Narrative experimental manipula-
tion video. 

Mateo woke up to hundreds of new friend requests. His frst 
thought was he was targeted by an online scam. He received a text 
from a co-worker that said a picture of him had gone viral and he 
was being called the “World’s Sexiest Cashier”. Mateo was initially 
fattered and quickly accepted his new friend requests. 

However, followers quickly identifed his girlfriend from older 
posts and began online attacks. Admirers were showing up at his 
job to take pictures with him. It became so disruptive he could no 
longer work the register. And his girlfriend could not handle the 
unjustifed hate. 

Mateo had to quit his job to escape the constant attention. And 
his girlfriend broke-up with to get away from the online harass-
ment. The original customer may have believed they were sharing 
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their admiration of Mateo’s good looks. However, it led to rapid in-
ternational recognition and unwanted attention for him and others 
in his life. 

A.3.2 Jessica: Don’t Do Drugs. This experience is based on true
stories with names changed.

Figure 9: Screenshot from Narrative experimental manipula-
tion video. 

One of the scariest moments in Jessica’s life went viral. She was 
experiencing terrible headaches and dizziness because of the fu 
and drove herself to the emergency room. But before she could 
make it inside, she fainted. 

A passerby took a photo of Jessica and shared it online with the 
caption “DON’T DO DRUGS” assuming that she was passed out 
from an overdose. Her photo rapidly spread on social media sites. 
She endured people laughing at her and received concerned calls 
from friends, family and co-workers. 

Jessica spent weeks battling the lie that she used drugs, almost 
losing her job during the ordeal. The passerby who shared the 
picture did not consider Jessica’s privacy, nor the impact of misrep-
resenting Jessica’s medical emergency. 

B INTERVENTION RESPONSE 
QUESTIONNAIRE 

Client Satisfaction Questionnaire adapted to Internet-based inter-
ventions [104] (CSQ-I) and Social Media Privacy Perception Ques-
tions. Note: * indicates questions adopted from CSQ-I 

1. Rate your knowledge of privacy pirating on social media before
the course.* 

•Not at all, Slightly, Moderately, or Extremely knowledgeable
2. Rate your knowledge of privacy pirating on social media now

after the course.* 
•Not at all, Slightly, Moderately, or Extremely knowledgeable
3. How common do you think it is for people to post private or

embarrassing information (or photos) about others on social media 
without permission? 

•Not, Slightly, Somewhat, Very or Extremely common
4. How serious of a problem is it when people post private or

embarrassing information (or photos) about others on social media 
without permission? 

•Not, Slightly, Somewhat, Very or Extremely serious
5. Do you think that social media users should take more or less

precautions to reduce the number of inappropriate posts on social 
media (e.g., posts that include embarrassing or private information 
about others)? 

•No, Fewer, Same, More or Many more precautions

6. Who ought to be responsible for educating social media users
about the dangers of posting embarrassing or private photos and 
information about other people without permission? Select all that 
apply. 

•Parents/guardians, Peers or friends, Schools, Social media plat-
forms or Governments (e.g., social programs) 

7. Who do you believe should be responsible for managing in-
appropriate private content on social media that is posted without 
permission? Select all that apply. 

•The original person who posted, Other social media users, Social
media platforms or Governments (e.g., social programs) 

8. I think this video covered an important topic.*
•Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree
9. I wish more people knew about this information.*
•Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree
10. I think the videos and materials were high quality.*
•Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree
11. This information would be efective in changing people’s

behaviors.* 
•Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree
12. How could this material be improved to make it a more

efective learning experience? (Open-ended)* 

C READING-BASED ATTENTION CHECKS 

Figure 10: Example A of reading-based attention check 

Figure 11: Example B of reading-based attention check 
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D QUALITATIVE ANALYSIS CODEBOOK 
Table 4: Frequency of themes identifed for optional open-ended question: How could this material be improved to make it a 
more efective learning experience? 

Theme Description Example Responses by Condition Group 
Narrative Facts Concept Total 

Strategies to Improve Intervention Efectiveness 

1. Recommend Encouraged to share intervention “spread this concept to 8 9 9 26 
Disseminating Content videos with larger audience, each and every one whom 

including specifc strategies or use the social media 
target audience platforms” 

1.a Included “Maybe post it on social 3 3 2 8 
recommendation on media sites themselves” 
sharing strategy
1.b Included “by teaching it to the 1 3 3 7 
recommendation on people who is not aware of 
target audience it” 
2. More Relatable Requested content that includes “show an example that is 14 22 29 65 
Content and Stories "real word examples", more relatable“ 

current material or greater focus 
on impact to sharer and victims 

3. Include Prevention Requested content that addresses “provide information on 5 8 6 19 
Strategies personal actions to prevent how to mitigate the issue” 

IDVPs from multiple user roles 
Training Experience 
4 Video Quality & Comment on specifc aspects of 12 13 16 41 
Training Experience the intervention videos that 

impact the experience (not 
directly content) 

4.a Add Interactive “more interactive 3 6 3 12 
component and more elements" 
knowledge checks
4.b Nonspecifc “more examples” 5 0 4 9 
recommendation for 
more examples 
4.c Video audio improve the audio 3 1 3 7 
experience quality” 
4.d Video length or pace ““make the video little 1 5 5 11 

slow” 
4.e Video visual style ““The material should 2 2 0 4 

have more animation 
rather than the still 

picture” 
Satisfaction with Material 
5 Critical Feedback Participant expressed “diferent concern from 2 1 3 6 

dissatisfaction with intervention many people’s opinion 
or doubts regarding efectiveness was too much” 

5.a No improvements, “The material was fne, I 1 1 3 5 
but doubt it will change just don’t think people will 
behaviors care enough to stop” 
6. No Improvements Satisfed with content in current “i think it was enough to 12 17 9 38 

state understand. 
I don’t know, it seems 
pretty efective to me” 

7. Statement of Positive Expressed satisfaction with “Nothing to improve. It’s 19 13 13 45 
Experience training, but did not explicitly great” 

state no improvements required 
a Note: Core theme counts are inclusive of subtheme responses.
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