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Interdependent privacy (IDP) violations occur when users share personal information about others without
permission, resulting in potential embarrassment, reputation loss, or harassment. There are several strategies
that can be applied to protect IDP, but little is known regarding how social media users perceive IDP threats or
how they prefer to respond to them. We utilized a mixed-method approach with a replication study to examine
user beliefs about various government-, platform-, and user-level strategies for managing IDP violations.
Participants reported that IDP represented a ‘serious’ online threat, and identified themselves as primarily
responsible for responding to violations. IDP strategies that felt more familiar and provided greater perceived
control over violations (e.g., flagging, blocking, unfriending) were rated as more effective than platform or
government driven interventions. Furthermore, we found users were more willing to share on social media if
they perceived their interactions as protected. Findings are discussed in relation to control paradox theory.
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1 INTRODUCTION
With the immense growth of social media and online photo sharing, the protection of private
information has become critically important for the safety of internet users. Although the discourse
surrounding online privacy often focuses on self-disclosure [56] and the mismanagement of data by
social media platforms [79], users themselves can violate the privacy of others by re-sharing content
without permission or consideration for the original context [62]. As such, personal privacy on
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social media is dependent on interpersonal sharing decisions, an idea referred to as ‘interdependent
privacy’ [68]. Multimedia interdependent privacy (IDP) violations pose a major risk to all users, as
millions of photos and videos are circulated online every day [87]. Victims may be entirely unaware
that their personal photos have been shared or re-shared [65], often with the intention of using the
photo for entertainment or even shaming the subject’s physical appearance [74, 103]. Notably, one
of the most common sources of IDP violations are well-intended posts made by family and friends
without the permission of the original user [14]. Thus, IDP violations can be difficult to prevent
and require a level of coordination between users to avoid harmful information-sharing practices.

Considering how rapidly information spreads on social media, multimedia-based IDP violations
can lead to severe consequences, including loss of employment [136], emotional distress [29], and
harassment [136]. Photos that are re-shared are often re-captioned so that the original content
of the photo is misrepresented and misinformation is spread about the subject of the photo [45].
Additionally, information shared outside of its original source can be difficult to remove, meaning
the impact of online privacy violations is long-lasting and can occur many years after the initial
incident. Users require a means of protecting their information from non-consensual re-sharing by
other users, but, thus far, social media companies have demonstrated a limited ability to protect
users from the consequences of IDP violations [121, 124].

Social media users have several options available to them after an IDP violation has occurred, one
of which includes relying on social media companies for prompt and efficient content moderation.
Content moderation is the systematic process of reviewing user-generated content (UGC) posted
on social media, blogs, and other online forums to determine whether it is appropriate for the
site, region, or legal jurisdiction in question [101, 119]. For example, a common approach involves
providing users with a button to report inappropriate content so that the platform can review it
for removal at a later date [40]. Since restrictions regarding what UGC is permitted reflect that
platform’s brand, its tolerance for risk, and the type of user involvement it desires to attract,
approaches to moderation differ from platform to platform [119]. Furthermore, content moderation
can be done by volunteers, professionals, or third-party companies [119], leading to inconsistencies
that can contribute to consumer dissatisfaction [132].

In addition to platform-controlled content moderation, there are several other strategies for IDP
protection applied at the user- and government-levels. At the user-level, people can respond to
IDP violations by leveraging social pressure, publicly calling-out others who share inappropriate
content, self-censoring, or using platform safety tools [93, 117]. These types of strategies provide
users with more input over their privacy, but their effectiveness in the context of IDP is unclear.
For example, even an individual who abstains from social media can have their photos shared by
family members without consent [14]. At a higher level of influence, governments play a critical
role in IDP by determining online privacy laws and offering legal protections to victims [83]. Thus,
there are a variety of strategies for managing IDP violations, which we refer to collectively as IDP
strategies from hereon. We take the perspective that IDP is a complex privacy issue that requires
increased collaboration between users, governments, and social media technologies to appropriately
identify and remove harmful content. This is consistent with the view that "Everyone has a role
to play in safeguarding the future of the web," including citizens, corporations, and government
stakeholders [49]. Despite the number of IDP strategies available, a major challenge remains to
understand and respond to the nuanced social practices surrounding information sharing on social
media that lead to complex multiparty privacy issues.
Appropriately addressing IDP concerns requires an understanding of what types of practices

users themselves find acceptable. Examining user beliefs about IDP can point to promising new
research directions, as users are the ones experiencing and perpetuating violations. Understanding
user preferences is also necessary for avoiding false positives (e.g., moderating socially acceptable

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 271. Publication date: October 2023.



User Preferences for Interdependent Privacy Preservation Strategies in Social Media 271:3

content) and false negatives (e.g., failing to moderate privacy violating content). Finally, given
that there is a large diversity of privacy attitudes, some IDP strategies may be perceived more
positively by different types of users. For example, some users, including those from marginalized
and vulnerable populations, may have a higher sensitivity to privacy, such that a "one size fits all"
approach to moderation neglects their best interests [43]. Others may be prone to distrusting IDP
strategies depending on their personal beliefs, such as perceiving automated detection systems
or government regulations as biased [132]. Despite the complexities of IDP, research has not yet
thoroughly examined how users perceive these more nuanced privacy issues or the actions taken
to remedy offenses. Thus, our work addressed four primary research questions (RQs):

RQ1: How do users perceive the threat of multimedia IDP violations on social media?
RQ2: Who do users consider primarily responsible for managing IDP violations on social media?
RQ3: Which IDP strategies are perceived as the most effective response to IDP violations?
RQ4: How do user demographics and social media usage relate to IDP beliefs?

To answer these research questions, we conducted an online survey using a Qualtrics partic-
ipant panel. Participants from the United States read a description of IDP and rated the level of
effectiveness and familiarity they had with a variety of IDP strategies applied at the government-,
platform-, and user-level. We used a mixed-method approach, with a replication study, collecting
real-world (i.e., gathered from real social media accounts), self-report, and qualitative data to
measure user traits, social media usage, privacy beliefs, and sharing tendencies. The qualitative
results complement the quantitative component by providing users with a voice in noting the
perceived harms of IDP violations and their opinions on IDP strategies. Unlike previous research
that focused on privacy preferences more broadly, we narrowed the scope of our work to focus
on interdependent privacy on social media, which involves complex interactions between many
interconnected users. Moreover, we compared several common IDP strategies, including audience
management strategies, moderation techniques, government regulations, and interpersonal meth-
ods, to determine which approaches were perceived as the most effective by users themselves.
Across studies, we observe a consistent preference for IDP strategies that involve a component
of user control, with users qualitatively describing their desire to provide more input on privacy
issues and moderation decisions. These findings support the need for greater collaboration between
social media platforms and their users as a means of improving trust and privacy. The implications
of these findings are discussed in the context of collaborative moderation and privacy systems,
which may, in the future, enhance user privacy through increased participation.

2 BACKGROUND
2.1 Interdependent privacy
People find happiness through connection with others, and communication is the key to this
social interaction [71]. People communicate by sharing information in both offline and online
settings [82, 126]. The effectiveness of this communication depends on shared knowledge; the more
knowledge people share during the conversation, the more effective the communication [147]. It
follows that communication often includes sharing information about one’s own personal details
and what is known about others [71]. In the context of social media, which contain a permanent
record of information [75], privacy concerns arise from this sharing. Biczok and Chai introduced
the term “interdependent privacy” by describing the fact that individual privacy depends not only
on their own sharing decisions, but also the decisions of others [15].
The interdependent aspect of privacy means that an individual who has information about

another person can compromise their privacy without even realizing it [71]. Although every
individual knows something about others [111], protecting the privacy of peers in the real world is
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not as complicated as we experience it in the virtual world. Privacy is like a social contract [90, 92],
where respecting peer privacy is about “understanding the implicit social norms about what, why,
and to whom information is shared within a specific relationship” [89]. However, maintaining
implicit social contracts with others becomes difficult within large-scale networks where sharing is
ubiquitous. Members of social media communities can develop their own privacy norms, which is
difficult for outsiders to recognize and understand [91, 139]. In online settings, these privacy norms
are reshaped as informal contracts that can be respected or violated [90]. For example, Alice can
take a funny photo of Bob and share it on a social media platform without Bob’s consent. By tagging
Bob in his image, both Alice and Bob’s friend have access to this photo in the default settings [15].
Therefore, people may unknowingly reveal information to each other, commercial entities, and the
government. In this interconnected digital world, social media has made information sharing more
accessible and increased the scope at which IDP violations can occur.

For people in online settings, privacy norms and expectations are more like "rules of conduct" that
are highly context dependent [88, 91, 105]. If people perceive lower risks through an understanding
of “rules of transaction conduct” [51], they are more willing to transact with greater frequency [51,
90]. Therefore, meeting or violating privacy expectations can be viewed as an antecedent to
trust [90]. Previous research indicates that respecting informal contracts is positively associated
with trust, while violating privacy expectations can negatively impact people’s trust in online
sites [112]. Researchers have stated that privacy violations can cause physical and psychological
damage [3, 66]. Reflecting on the story of “Dog Poop Girl”, who refused to clean up her dog’s feces
on an underground train with her image taken by a fellow train passenger, sharing her photo
caused her to drop out of her university due to feelings of humiliation. These types of incidents are
becoming increasingly common and easy for almost everyone to participate in [24].
Technological advancements have made the collection and use of personal data invisible. For

example, smartphone photography makes it possible for people to have their images captured at
virtually any time in public and even sometimes in the privacy of their own homes. Thus, even
self-censorship is not an effective method for preventing IDP violations due to dependence on other
people. Very few people know what information other people, including commercial organizations,
firms, and governments, have about them, how they use it, and its potential consequences [1].
Moreover, individuals may exhibit drastically different privacy preferences, ranging from extreme
concern to apathy toward privacy, depending on the context [1, 48]. Privacy management is a
continuous process that is learned over time and is influenced by a variety of motivational, cultural,
and other individual factors [1], ranging from country laws, socioeconomic status, and online
experience [12, 35, 118]. For example, a study on political disclosure on social media by Hispanic
and non-Hispanic White populations in the United States found greater self-disclosure among
Hispanic people and a higher likelihood of unfriending people with opposite political beliefs [109].
Furthermore, age and social media usage patterns also influence privacy concerns. Young people
who have grown up with the Internet tend to spend more time on social media platforms and use
techniques to obscure their personal details [80]. Taken together, research suggests that users exhibit
diverse attitudes toward social media sharing, highlighting the need for diverse IDP strategies.

2.2 Strategies for managing IDP violations
Content moderation is one of several strategies used to protect IDP, in addition to limiting the spread
of hate speech, nudity, violence, copyright violations, and harassment. Social media platforms are
expected to take quick action against particularly harmful IDP violations, including attempts at
doxxing and revenge pornography [53]. However, social media companies are highly variable in
how they moderate, which can make it difficult to control the spread of violations when content
is re-shared across platforms. Companies rely to different degrees on automatic moderation to
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remove offensive content [54], which is a broad term for non-human review methods (e.g., keyword
filtering, AI moderation). Facebook takes a highly centralized approach to moderation, claiming to
have automatic moderation tools that detect violations faster than users or human reviewers [95].
Although they work more efficiently than human moderators, these algorithms are unable to
understand context as well as humans [44]. In comparison, Reddit takes a more decentralized
approach to moderation by allowing users to create their own self-policed communities with
individualized standards of conduct [69]. This decentralizationmeans that Reddit relies more heavily
on community volunteers to enforce platform-level policies [27]. In addition to variations in how
content is moderated, standards regarding what is ’acceptable’ are established at the intersection of
user interests, financial incentives, and compliance with local governments [61, 119, 120]. Thus,
the forces influencing UGC (and IDP by extension) extend beyond the control of a single social
media company.
At the government-level, there are various policies concerning privacy and hate speech, and

the types of content that social media companies are required to moderate depend on local laws
[32, 144]. As an example, France has stricter standards regarding online privacy than the United
States, including legislation on the sharing of images of children by parents [64]. France has adopted
laws that require children to consent to have their image shared in monetized online videos (e.g.,
Youtube videos generating ad revenue) [17], and the French Supervisory Authority has published
specific recommendations for protecting the privacy of minors on the Internet [42]. There has been
a growing demand in the United States for government oversight of social media [26], however,
specific laws regarding online privacy vary [108]. Even the legality of severe IDP violations, such
as revenge pornography, differ by state and contribute to difficulties in punishing offenders [123].
Although government regulation of social media is a contentious issue in the United States [59], it
is clear that the government plays a role in protecting online privacy.

In addition to the efforts of governments and social media companies, there are several user-driven
IDP strategies that can help prevent the spread of IDP violations. One example would be public
call-outs, which refers to instances in which users leverage social dynamics to call-out those who go
against societal norms. Public call-outs effectively shame people for inappropriate behavior, and, in
extreme instances, can de-platform offenders by pressuring them to close their accounts [104, 122].
In the context of IDP, a public call-out could involve commenting with disapproval on a family
member’s post that contains an image of one’s self re-shared without consent. Alternatively, users
could take advantage of user-interface (UI) tools to manage their audience and privacy risks.
Common UI settings allow users to block or unfollow others as a less public form of shaming and to
prevent future violations from these individuals [50]. Users can also alert the platform of a potential
community-standard violation by reporting (or flagging) a post.
It is important to note that many of the IDP strategies described above tend to overlap and

are not necessarily mutually exclusive. Posts flagged by users as inappropriate may be reviewed
by a combination of human moderators and automatic systems [6]. Social media UI tools can be
co-opted by users to apply social leverage, including through mass reporting with the goal of
’gaming’ moderation systems [37]. The UI can even prompt users with safety reminders before a
privacy violating photo is re-shared (e.g., asking them if they are sure they want to share sensitive
information), and this subtle ’nudging’ [137] can slow the spread of secondary IDP violations (i.e.,
when they are not the source of the violation). Despite the practical overlap, understanding how
users perceive these different strategies will provide insight about the features that users perceive
as effective or trustworthy.
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2.3 User beliefs about IDP
The current work takes the perspective that users are not homogeneous, and the strategies applied to
limit IDP violations must take into account differences in user backgrounds and privacy preferences
in order to be most effective. Users undoubtedly differ in their opinions about which IDP strategies
are most effective, equitable, or trustworthy. However, little research has evaluated user privacy
beliefs in general, let alone their beliefs about more complex IDP issues. A recent paper by Amon
et al. [5] explored user beliefs about IDP by asking participants to rate a series of memes depicting
possible IDP violations according to the degree to which they perceived them as being ’too private
to share’ on social media. The researchers found that higher education and increased experience
with photo-sharing was associated with increased sensitivity to IDP issues [5]. Additionally, when
participants perceived memes as funny or entertaining, that entertainment value decreased their
sensitivity to potential privacy concerns [5]. This work suggests that IDP preferences are closely
tied to a user’s experiences on social media as well as their motivations for sharing images online.
Related qualitative research by Hargittai and Marwick [59] used focus group interviews to assess
participants’ perceptions of networked privacy on social media, reporting that participants were
generally aware and educated about the IDP risks associated with self-disclosing to social media.
However, participants could not reach a consensus on who should be responsible for protecting
IDP (i.e., companies, individuals, or governments) as they viewed violations as an inevitability of
self-disclosure [59].

The negative public perception of social media companies [72] may also impact user beliefs about
how privacy should be managed on social media. Social media companies have been criticized for
their lack of transparency [11, 41, 84], contributing to user confusion about disciplinary actions
[120] and the perception that moderation unfairly limits free speech [101]. Transparency involves
providing those who violate community standards with clear information about the actions that
were taken against their accounts. However, many social media users report not being notified
if their content was removed and not receiving specific information on why a post was flagged
in the first place [132]. Suzor et al. [132] argue this lack of communication leads users to adopt
conspiratorial beliefs about the intentions of social media platforms, such as the belief that specific
actions taken against them are politically motivated. Thus, transparency appears to be a barrier to
user trust and acceptance of the actions of social media companies [22]. The increased reliance on
opaque automatic moderation methods, such as those relying on deep-learning algorithms, may
instead frustrate users who do not understand the mechanisms driving the platform’s decision
making.

An important theoretical consideration is the influence of the ’control paradox’ [19] on privacy
attitudes and sharing behaviors. Previous research highlights how perceiving greater amounts
of control over personal information contributes to a diminished sense of risk and subsequent
increases in self-disclosure [58, 113]. In other words, when users think they have more control
over personal information, they are more confident in the outcomes of their sharing decisions.
Despite believing that they can effectively manage their own data, users are often unable to exert
as much control as they perceive, and this overconfidence leads to greater amounts of risk-taking
and lower security (i.e., the control paradox [19]). IDP strategies vary in terms of the amount of
control afforded to users, and strategies that do not incorporate user input are often viewed as less
transparent [132]. It is likely that perceived control would be an important factor contributing to
user perceptions about the various IDP strategies available to them.
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2.4 Study overview
The current study explores user beliefs about IDP and the strategies employed in response to
violations. We surveyed 204 social media users from the United States on Qualtrics who were
highly active on Twitter to evaluate their beliefs about government-, platform-, and user-level IDP
strategies. Users rated the effectiveness, familiarity, and trustworthiness of automatic moderation,
UI reporting tools, government regulation, safety prompts, and social mechanics (i.e., call-outs,
blocking, or unfriending) as it relates specifically to IDP. Although these strategies often overlap in
practice, we include them separately to investigate user perceptions of their effectiveness. That is, a
user may perceive manual reporting tools as more effective than automatic moderation despite
these tools being utilized in parallel. Moreover, we do not include self-censorship (a common
privacy strategy) because IDP violations occur in response to the sharing decisions of other users,
such that self-censorship is not a method for responding to existing privacy concerns. In addition
to analyzing participant survey ratings, we also used thematic qualitative analysis to examine
user responses to open-ended questions in which they described how they perceived the threat of
IDP violations on social media (RQ1) and the IDP strategies they believed to be the most effective
(RQ3). Finally, we collected a mixture of real-world, self-report, and task-based data regarding user
demographics and social media usage.

Data quality and generalizability are common concerns about online research using convenience
sampling [33, 46, 55, 77, 94]. To address these concerns, we present the results of a replication study
in which we recruited participants through an alternative recruitment source and successfully
reproduced our primary findings. Recent scientific discourse has highlighted a substantial lack
of reproducibility in multiple fields of research [8, 34, 36], generating alarm about the validity of
many previously published articles. Thus, replication is a critically important process necessary
for ensuring scientific integrity and improving confidence in research findings [8, 23, 36, 96]. The
current study included a mixture of real-world social media behavior, collected from users with a
verified amount of social media activity, and reproduced across multiple recruitment sources.

Our first research question focused on determining whether users perceived IDP risks as a
substantial threat to their personal security on social media. We hypothesized that users would
report being only moderately concerned with IDP violations given prior research highlighting
relatively permissive sharing attitudes [4]. Next, we were interested in identifying who users
considered to be primarily responsible for responding to IDP violations and which IDP strategies
were perceived as the most effective. Previous research on the control paradox [19] demonstrates
that having a greater sense of control over personal information can contribute to an inflated
sense of security [58, 113] and subsequent self-disclosures [19]. Based on this theory, we predicted
participants would perceive strategies carried out at the user-level (i.e., public shaming and blocking),
as more effective than those carried out by governments or social media corporations. For our final
research question, we wanted to determine how user demographics and social media usage were
related to IDP beliefs. We predicted users who more frequently ’tweeted’ and shared photos would
perceive the IDP strategies as more effective overall, as these users are more willing to self-disclose.
In other words, we believed that users who were more comfortable sharing personal content would
have more confidence in the ability to protect private content on social media.

3 METHOD
3.1 Participants
This study was approved by an Institutional Review Board located in the southeast United States.
Participants were recruited and compensated via Qualtrics’ online participant panel. To be eligible,
they had to be living in the United States, fluent in English, at least 18 years old, and have normal or
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corrected-to-normal vision. The decision to exclude participants based on uncorrected vision was
made to ensure all participants were able to adequately view the image-based memes presented in
the image-rating task. In addition, because we were interested in assessing IDP beliefs in the context
of real-world social media activity, participants were required to have public Twitter accounts
that were at least two years old with a minimum of 100 published tweets during that period. The
final sample included 204 participants with an average age of 40.97 (SD = 14.84). A total of 113
participants identified as female (55.39%), while 90 participants identified as male (44.12%), and
one participant identified as non-binary (.59%). The most common degree held by participants
was a Bachelor’s degree (31.86%), followed by a High school diploma or equivalent (31.37%), a
Graduate-level degree (19.61%), an Associate’s degree (13.73%), and participants who reported none
of the above (3.43%). The majority of participants identified as White (66.18%), followed by 11.27%
identifying as biracial, 10.29% as Black or African American, 7.35% as Hispanic, 3.92% as Asian, and
.98% as Native American.

3.2 Questionnaires
3.2.1 Perception of IDP Questionnaire. A 38-item questionnaire focusing on user beliefs about
IDP on social media was created for the purposes of this study (see Appendix A for the complete
questionnaire). Specifically, we were interested in learning which IDP strategies participants
were most familiar with, as well as which strategies were perceived as the most effective. The
questionnaire was divided into three main sections. In the first section, participants were provided
brief descriptions of various strategies used to handle IDP violations, and they rated how effective,
familiar, and trustworthy they perceived each strategy on a scale of 1 (not at all) to 5 (extremely
high). For example, participants responded to the following question: "Do you believe automatic
moderation is an effective strategy for preventing or removing inappropriate content?" Participants
also rated how often they experienced (or observed) each strategy on a scale of 1 (never) to 5 (very
frequently). See Table 1 for an overview of the IDP strategies included. The second section of the
questionnaire contained a set of Likert-type questions in which participants rated how serious
they perceived privacy violations to be on social media, who should be held accountable for IDP
violations, and indicated their level of personal experience (e.g., "Has your content on social media
ever been removed by the social media platform?").
Finally, an open-ended response section allowed us to further investigate our key research

questions through the lens of the participants’ individual experiences with IDP. While quantitative
analysis focuses on numerical data for convergent reasoning, qualitative analysis seeks more in-
depth and free-form solutions to problems by focusing on how and why behavior occurs [7, 30, 31,
107]. To further investigate RQ1 regarding user perceptions of IDP threats on social media, we asked
participants the open-ended question: "In your opinion, why or why not is it a serious problem
when people post private or embarrassing information (or photos) about others on social media
without permission?" Next, to investigate RQ3 regarding which IDP strategies were perceived as the
most effective response to IDP violations, participants responded to the open-ended question: "What
do you believe are the best methods for limiting the amount of private or embarrassing information
posted online without permission? Please briefly explain why?" The qualitative and quantitative
analyses associated with RQs 1 and 3 were performed independently, and the findings were
integrated in the sections below. This is consistent with a convergent mixed-method design [57])
that has been described by Clark [30] as offering "more holistic and comprehensive conclusions" to
complex research topics.
An inductive thematic analysis based on the procedure described by Clarke and Braun [20,

31] was applied to analyze participants’ open-ended responses. Using NVivo [114], three coders
independently reviewed the open-ended responses to familiarize themselves with the data, generate
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an initial set of codes, and organize those codes into themes relevant to RQs 1 and 3. The coders
then worked together to compare their thematic mappings and develop a set of agreed upon themes,
theme labels, and definitions. There were two additional rounds of coding in which each team
member recursively reviewed the participant responses in lieu of their updated frameworks. This
was an opportunity for them to re-examine how the responses were coded and refine the themes
to ensure they were appropriately scoped and representative of the data. In the last step, the coders
collaboratively reviewed their codebooks to converge on a final coding solution, and they selected
exemplar quotes for inclusion in the paper [20, 25]. Considering that our approach to the analysis
was collaborative and recursive, we did not calculate intercoder reliability [20].

Table 1. IDP strategies evaluated by the Perception of IDPQuestionnaire

IDP Strategy Description

User-interface (UI) tools UI tools available to users to report inappropriate content
Safety prompts Preemptive warnings about potential risks to sharing
Blocking or Unfriending Manually ’blocking’ users who act inappropriately
Calling-out Publicly confronting other users who share inappropriately
Automatic moderation The use of AI and automated services to remove content
Government enforced Moderation driven and regulated by government entities

3.2.2 Social Media Usage Questionnaire. The Social Media Usage Questionnaire was a seven-item
survey developed to collect basic information about participants’ online photo sharing activity.
Participants rated how often they shared or re-shared photos on social media, including the
frequency with which they shared photos taken by themselves, their friends, or their family versus
the frequency with which they shared photos found on the Internet on a scale from 1 (never) to 8
(multiple times a day). Participants also identified the intended audience for the photos they shared
online (i.e., friends/connections, general viewers/public, or both), which social media platforms
they used, and whether they more frequently shared their own photos versus the photos of others.

3.2.3 Social Media Disorder Scale (SMD). The SMD is a nine-item questionnaire used to measure
maladaptive social media usage[140]. In the original survey, participants were asked whether they
participated in potentially problematic social media behavior and responded with either "Yes" or
"No." For example, one of the items asked participants if they "often used social media to escape
from negative feelings?" The SMD was slightly modified for the current study so that participants
rated each on a scale of 1 (never) to 5 (always) instead of a binary response. This change was made
to maintain consistency with the other questionnaires in the survey, with higher average scores
indicating more maladaptive social media attitudes and behaviors.

3.2.4 Privacy Preference Question. We assessed participants’ privacy preferences using a single
question measure: “Are you a private person who keeps to yourself, or an open person who enjoys
sharing with others?"[67]. Participants responded to this question using a 7-point Likert scale
ranging from 1 (very private) to 7 (very open). Lower scores reflected stronger privacy preferences.

3.3 Image-rating task
To examine user sharing preferences, participants completed an image-rating task in which they
viewed 68 memes collected from social media and rated the likelihood of sharing those memes
on their own profiles from 1 (extremely unlikely) to 5 (extremely likely). Each meme contained at
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least one person and a text caption of 50 words or less for context, which is a common format
for memes found on social media. Each meme contained potentially sensitive information about
strangers who may or may not have been aware that their information was being shared. Thus,
the memes represented one type of potential IDP violation occurring online, and higher average
ratings represented a greater willingness to share privacy-violating content on social media. To
help ensure participants’ ratings were not influenced by extraneous factors unrelated to IDP, we
excluded memes that involved sexist, racist, or bigoted themes. We also excluded images containing
celebrities, because the privacy of celebrity photos may have been perceived differently from the
privacy of strangers. We attempted to diversify the memes so that they depicted people of diverse
ages, genders, and racial and ethnic backgrounds. Furthermore, each meme in the task depicted
private information belonging to a specific category of information. For example, some of the
memes displayed private medical information, drug usage, or revealed the sexual history of the
photo subject. These categories were generated by evaluating a large data set of images using
a thematic approach, and the final stimuli were selected from that larger data set so that each
category contained five to six exemplar memes. The process used to generate these stimuli mirrored
that of Amon et al. [4]. Ratings of the 68 images were averaged, with higher scores indicating a
greater likelihood of sharing potentially privacy-violating memes.

3.4 Procedure
Participants from the United States were recruited via Qualtrics’ online participant panel to complete
our online survey. After providing informed consent, participants responded to a brief checklist to
help ensure they were eligible for the study. As part of this screening process, participants provided
their Twitter profile name and were instructed to send a direct message from that profile to our
research Twitter account so that we could verify they owned a Twitter account with the minimum
required activity for the study. This prevented participants from providing a fake profile name
and helped to ensure that our sample consisted of active Twitter users. To help minimize privacy
concerns related to the collection of Twitter data, participants were informed prior to consent about
what data would be downloaded from Twitter and how it would be used in the study.

Next, participants completed the Perception of IDPQuestionnaire and image-rating task described
above in counterbalanced order. It was possible that viewing the privacy-violating memes presented
in the image-rating task would influence participants’ perceptions of IDP. Therefore, to control
for order effects, half of the participants completed the image-rating task first and the other half
completed the Perception of IDP Questionnaire first. The remaining questionnaires were presented
in randomized order. Finally, participants completed demographic questions about their level of
education, marriage status, age, race, typical grade in school (i.e., on a 4.0 scale), and employment
status. After participants successfully completed the study, we utilized Twitter’s API to download
their complete history of public activity on Twitter. This data included any tweets, retweets, or
replies to other users’ tweets, as well as aggregate information about the total number of followers,
total number of friends (people the participant is following), and likes given to others’ tweets.

3.5 Replication study
Although some research has suggested that participants recruited through Qualtrics participant
panels may be more representative of the general population than other survey panels [16], relia-
bility and data quality are frequent concerns of online convenience sampling. To further support
our findings, we replicated the study by recruiting participants from Amazon’s Mechanical Turk
(MTurk) platform. A total of 197 participants were recruited on MTurk, and these participants
completed the same questionnaires and survey procedures as those recruited through Qualtrics.
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However, Amazon’s terms of service restricted the collection of personally identifiable data, prevent-
ing us from analyzing MTurk participants’ Twitter histories. Thus, we were unable to verify MTurk
participants’ self-reported Twitter activity nor collect public Twitter data. Given this limitation,
we focus on the results from the Qualtrics sample below. However, we discuss the similarities and
differences between the two samples and have provided the full set of results on our OSF page.1

4 RESULTS
In what follows, we present a series of descriptive statistics and linear models to investigate user
beliefs about IDP violations. For all models, a variance inflation factor (VIF) of 4 was utilized as
a cutoff when evaluating fit to minimize issues of multicollinearity [2]. Additionally, the order
participants completed the survey (i.e., whether they completed the image-rating task or the
Perception of IDP Questionnaire first) was included as a covariate to control for order effects.

4.1 Descriptive statistics
The final sample from Qualtrics (n = 204) was highly active on Twitter, having used the service for
an average of 8.85 years (SD = 3.56) and published an average of 15,564.64 (SD = 45,605.52) Tweets.
Participants were typically active on several social media sites (M = 2.61, SD = 1.52), and most
indicated that they shared photos multiple times per week. Furthermore, they indicated sharing
photos of strangers (M = 3.92, SD = 2.04) at a rate similar to that of sharing photos of themselves,
family, or friends (M = 3.72, SD = 1.80) on a scale from 1 (never) to 5 (very frequently).
In terms of their perceptions of the IDP strategies, participants expressed a relatively low to

moderate level of confidence in their overall effectiveness. On a scale of 1 (not at all) to 5 (extremely
high), the average perceived effectiveness of the strategies described in the Perception of IDP
Questionnaire was 2.64 (SD = 0.81), while the average perceived trustworthiness was slightly lower
at 2.37 (SD = 0.87). Despite having moderate familiarity with the strategies (M = 3.35, SD = 0.78), the
participants did not often notice them in practice (M = 2.30, SD = 0.57). See Table 2 for correlation
coefficients and reliability. Finally, participants had rarely experienced an IDP violation themselves
(M = 1.89, SD = .91) or any associated consequences (M = 1.73, SD = .94) according to frequency
ratings on a scale from 1 (never) to 5 (very frequently).

Table 2. Correlations between average perceived effectiveness, trustworthiness, familiarity, and frequency of
first-hand experience with IDP prevention strategies

Variable M SD 𝛼 1. 2. 3.

1. Effectiveness 2.64 0.81 0.83
2. Trustworthiness 2.37 0.87 0.86 .88**
3. Familiarity 3.35 0.78 0.78 .44** .38**
4. Frequency experienced 2.30 0.59 0.67 .44** .36** .62**

Pearson coefficients. Note. *p < .05; **p<.001

4.2 How did participants perceive the threat of IDP?
4.2.1 Quantitative findings. As a baseline consideration, we were interested in understanding
how participants perceived the threat of IDP on social media. Participants rated whether they
believed IDP violations were a serious online threat on a scale from 1 (not serious at all) to 5
(extremely serious) and responded with an average rating of 3.82 (SD = 0.99; see Figure 1). Over
1https://osf.io/wema3/?view_only=97dfa7b6b3e74cec84dd87bd2417ca33
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half (51.47%) of respondents believed IDP violations were a "very" or "extremely" serious threat,
while substantially fewer rated them as "slightly" (15.68%) or "not at all" serious (2.45%). Similarly,
participants rated how prevalent they believed IDP violations were on social media from 1 (not at
all) to 5 (extremely common), with an average rating of 3.50 (SD = 1.04). Ratings of seriousness were
positively correlated with ratings of prevalence (r(202) = .38,p < .001). In other words, the majority
of participants perceived IDP violations as a serious threat to their online safety, and this belief was
positively associated with perceptions of prevalence. These findings were consistent with those
from MTurk1. We explore this research question further in the qualitative analysis presented below.

Fig. 1. Histogram demonstrating the distribution of perceived seriousness of IDP violations.

4.2.2 Qualitative findings. To compliment the descriptive analysis, participants were asked why
(or why not) they thought IDP violations were a serious online issue (see Table 3). Only 5%
of participants stated that IDP violations were not a serious issue. The majority of responses
expressed concerns about the most dangerous potential outcomes of IDP violations. For example,
21% of the participants were concerned about online harassment. As described by one of these
participants, "Online bullying is a major epidemic and can be fatal, so it’s very serious." On the
topic of harassment, participants provided specific examples of cyberbullying, blackmail, doxxing
(i.e., releasing someone’s real-world information to the online public), revenge pornography, and
stalking. In a personal anecdote, a situation was described in which a participant was doxxed
and forced to "move, change all of her contact information, change jobs, and pull [her] boys out
of daycare" because of IDP-related harassment. Overall, participants appeared to understand the
threat of IDP well, which should not be surprising given participants in our sample had a large
amount of first-hand experience with social media (§4.1).
When providing their opinions about IDP threats, participants tended to emphasize the types

of harm inflicted by violations, including economic, emotional, general, and social harm. Most
commonly, participants believed IDP violations could lead to emotional harm (18%) due to embar-
rassment. There was a belief that humiliation caused by IDP violations could lead to depression,
self-esteem issues, or (in extreme cases) suicide. For example, "...With social media platforms, the
content you post faces a chance to reach the eyes of hundreds and even thousands of people. Having
that many people laugh at and make fun, or even just be aware of your private or embarrassing
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information can take a serious toll on somebody’s mental health." In terms of economic harm (8%),
participants were more focused on how employers may view embarrassing online information
and thought IDP violations could affect victims’ careers and financial security. As such, one user
stated, "people have been known to lose jobs over photos or easily photoshopped photos that have
appeared on social media." A related concern was that IDP violations could cause social harm (11%)
by damaging victims’ personal relationships. It was stressed that "certain pictures and videos can
become viral making the persons in said post become notorious for that one embarrassing thing.
This can damage reputations with work or acquaintances or close friends and family."

Table 3. Themes identified for the open-ended question: "In your opinion, why or why not is it a serious
problem when people post private or embarrassing information (or photos) about others on social media
without permission?"

Theme % of users Description Example

Harassment 25% Information is weaponized and used
intentionally to damage victim

"People blackmail others all the time! It’s im-
portant to have control over your own image
and likeness online."

Privacy
Infringement

24% Violated right to privacy "...people should have the right to decide what
information about them is public."

Emotional
Harm

18% Leads to psychological distress "It can lead to anxiety and depression and sui-
cidal thoughts for those involved."

Social Harm 11% Damages reputation and personal re-
lationships

"Some of the content can be extremely embar-
rassing and can ruin a persons reputation"

General
Harm

9% Described as harmful but not specified "You could be posting something that may
cause people to get hurt in a very serious way"

Economic
Harm

8% Job loss and career damage "Because a prospective employer could come
across your photo or post"

Long-lasting 8% Damage cannot be undone for many
years

"Anything that’s posted without permission is
made available to the whole world and can be
saved. It’s impossible to take it back"

Unethical 6% Against formal or social standards "if this behavior was engaged in offline, through
the mail, it would be considered criminal..."

Not serious 5% IDP violations not a serious problem "this kind of content usually only endangers
one person, so i do not particularly consider it
a serious problem."

Situational 3% Viewed as a serious problem is content
was highly sensitive

"It’s serious if it’s like actually important infor-
mation like addresses or personal nudes"

4.3 Whom ought to be responsible for managing IDP?
When asked whether more precautions should be taken regarding IDP violations on a scale of 1 (no
more precautions) to 5 (many more precautions), participants generally believed that individuals (M
= 3.99, SD = .83), social media companies (M = 3.96, SD = 0.94), and governments (M = 3.54, SD =
1.04) should all take more precautions with an overall average of 3.83 (SD = 0.78, 𝛼 = 0.77). However,
when asked who ought to be responsible for managing IDP violations, most users indicated that
the original person who posted the private content should be responsible (39%), followed by social
media companies (35%), other users (15%), and government (11%). Although exploratory in nature,
these trends suggest that participants placed very low emphasis on government regulation and
interpersonal methods (i.e., call-outs) for managing privacy-violating content. Replicating these
findings, MTurk respondents also placed the most responsibility on the original poster (37.99%)
followed by social media companies (37.15%).
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4.4 Which IDP strategies were perceived as the most effective?
4.4.1 Quantitative findings. To evaluate which strategies were preferred by participants, we fit a
linear mixed-effects model with participants’ ratings of effectiveness as the outcome and participant
ID as the random effect (see Table 4). IDP strategy was included as a categorical predictor with the UI
category as the reference level. UI was selected as the reference because it was the most ubiquitous
and forward-facing approach to removing content among the options provided to participants.
We also entered a number of covariates in the model to control for differences in familiarity with
social media privacy issues. This included the degree participants felt negatively impacted by IDP
violations, how frequently they had been criticized for sharing private information on social media,
how frequently they had their own content moderated, and how frequently they were the victim
of an IDP violation. These four items were single-item survey questions. Finally, a Bonferonni
correction was applied to the resulting p-values to control for multiple comparisons against the
same baseline.

Beliefs about IDP strategy effectiveness differed significantly depending on strategy (See Figure
2). On average, participants believed blocking was more effective than UI tools (𝛽 = .33, p < .001).
However, UI tools were perceived as more effective than publicly calling-out other users for their
behavior (𝛽 = -.42, p < .001), automatic moderation (𝛽 = -.41, p < .001), or government regulation
(𝛽 = -.52, p < .001). Participants who reported being negatively affected by IDP violations also
perceived the strategies as more effective on average (𝛽 = .18, p = .02). There were no significant
order effects or relationships with other covariates.

Fig. 2. Average perceived effectiveness by strategy with 95% confidence intervals

In our follow-up MTurk replication study, we replicated the primary findings of this model. As
with the results from Qualtrics, participants from MTurk indicated that blocking was the most
effective strategy followed by the use of UI tools, and they perceived both strategies as more effective
than automatic moderation, call-outs, government regulation, and safety prompts. Furthermore,
there were no significant order effects or associations with the included covariates in the MTurk
sample.
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Table 4. Mixed-effects model predicting user perceptions of effectiveness based on strategy and personal
experience

Perceived Effectiveness
Predictors Std. Estimates Std. CI p

(Intercept) .25 .12 - .38 <.001
Survey order .10 .01 - .19 .32
Strategy: UI Tools Reference
Strategy: Blocking .33 .19 - .47 <.001
Strategy: Safety prompts -.48 -.62 - -.34 <.001
Strategy: Call-outs -.42 -.56 - -.28 <.001
Strategy: Automatic moderation -.41 -.55 - -.27 <.001
Strategy: Government regulation -.52 -.66 - -.38 <.001
Personally experienced privacy violations -.05 -.16 - .06 1.00
Negatively affected by privacy violations .18 .06 - .29 .02
Criticized for sharing .14 .03 - .24 .11
Posted content that was moderated -.11 -.32 - .01 .034

Random Effects
𝜎2 .71
𝜏00 .48Response Id
ICC .40
N 204Response Id
Observations 1224
Marginal 𝑅2 / Conditional 𝑅2 .15 / .49

4.4.2 Qualitative findings. Although the analysis presented in §4.4.1 compared participant ratings
of several common IDP prevention strategies, the survey did not include all possible solutions. Thus,
to provide additional context to the survey results and the opportunity to express preferences for
IDP strategies not included in the survey, participants were asked what they believed was the best
method for preventing IDP violations and why. Most users (44%) endorsed a type of user-driven
IDP strategy (see Table 5), such as UI tools, blocking, or self-censorship. A common theme among
these individuals was the belief that social media participants were better at determining offenses,
e.g., “honestly, users tend to get more done when it comes to flagging that type of content. AI don’t
have a good handle on what’s embarrassing or inappropriate quite yet, and companies will never
see the tweets as fast as the users will.” While UI tools were the most frequently mentioned type of
user-driven IDP strategy, a common sub-theme emerged revolving around the idea of individual
responsibility and self-censorship. These participants emphasized that social media participants
must practice better judgment when sharing embarrassing or damaging personal information. As
one person described, “don’t share it [private information] with people you don’t trust completely.”
Another said, “I don’t post things on social media that I don’t want shared. I assume that others do
the same.” The idea of self-censorship is aligned with a preference for having more direct control
over social media processes.
A substantially smaller percentage of participants endorsed strategies that did not incorporate

user input. Only 12% mentioned AI and even fewer cited a form of government intervention (8%).
The large discrepancy between support for user-driven approaches and other strategies may be
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related to the distrust or political opinions voiced by several when describing their preference:
"The government should not get involved because that raises the issue of freedom of expression
(First Amendment rights.)..." This discrepancy may also have been related to a lack of confidence
in social media companies to effectively moderate. Notably, among participants who preferred
platform-driven moderation, nearly half of them expressed that social media companies were not
doing enough to prevent IDP violations. Moreover, participants who wanted more platform-driven
moderation were sometimes frustrated by the perceived lack of action: "We need more enforcement
of reported posts by the social media platform. Countless times I have reported something only for
the social media platform to say they found no issue with it. This is especially true for bullying and
harassment."

Table 5. Themes identified for the open-ended question: "What do you believe are the best methods for
limiting the amount of private or embarrassing information posted online without permission? Please briefly
explain why?"

Theme % of users Description Example

User-driven 44% Strategies that gives user direct input
over inappropriate content

"I think people should censor themselves"

Platform-
driven

20% Direct action taken by social media com-
pany

"human moderation, as sometimes automated
systems make errors"

Interpersonal
Methods

13% Social methods used to influence others’
content

"I think real-life social pressure is the most
effective. People who are shunned in real life
tend to modify their behavior."

Automatic
Moderation

12% Tools that automatically remove offen-
sive content

"Automatic moderation would be able to be
the fastest way to detect things and be more
effective rather than a manual review"

Government
Regulation

8% Government policies and legal punish-
ments for IDP violations

"Government policies because they come with
real world consequences."

Education 8% Teaching users about social media pri-
vacy and best practices

"Children should be educated in school about
the potential dangers of social media and post-
ing information about others."

No Solution 7% Did not believe moderation was possible
or helpful

"i dont think there should be a way, it’s a slip-
pery slope"

4.5 How do user attributes relate to IDP beliefs?
4.5.1 Social media usage and sharing preferences. Next, we investigated how social media usage
influenced attitudes about strategy effectiveness. We collected self-reported and real-world data
from Twitter to measure how often participants posted on social media, how many accounts
they maintained, and their photo-sharing preferences. For self-reported image-sharing frequency,
participants rated how often they shared 1) images in general, 2) photos of friends, and 3) photos of
strangers, and we utilized their average rating across the three items (M = 3.18, SD = 1.72, 𝛼 = 0.73).
We also collected data on the likelihood of sharing privacy-violating memes during the image-rating
task by averaging their ratings of the 68 memes. To assess how these social media variables were
related to beliefs about IDP protection, we used a linear regression model with average effectiveness
rating (i.e., averaged across all strategy types) as the outcome variable. Average scores on the SMD
(M = 1.71, SD = 0.68, 𝛼 =0.88), total number of tweets (log-scale), number of social media accounts,
self-reported photo sharing frequency, and average meme sharing likelihood (M = 2.12 out of 5, SD =
0.81, 𝛼 = 0.98) were entered as predictors. Additionally, we included whether participants preferred
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sharing photos of themselves (versus others) and whether participants intended on sharing photos
with their friends and family (versus strangers) as categorical factors.

Participants who reported more frequently sharing photos on social media (𝛽 = .31, p < .001) and
those who were more likely to share the privacy-violating memes presented in the image-rating
task (𝛽 = .31, p < .001) believed IDP prevention was more effective on average. In other words,
participants were more willing to share photos, even if those photos contained potentially private
information about other people, as long as they were confident in the ability to effectively manage
offensive material. In contrast, participants who made more Tweets on Twitter tended to have
lower perceptions of effectiveness (𝛽 = -.13, p = .04). There was also a significant order effect, such
that participants who completed the imaging rating task first had lower perceptions of effectiveness
(𝛽 = 0.19, p = .004). The lower ratings may be explained by the fact that the imaging rating task had
participants view a number of potentially offensive internet memes, reducing their confidence in
the ability to prevent that offensive content from spreading. None of the other social media usage
predictors were significantly related to beliefs about effectiveness.

When attempting to replicate these findings on Mturk, we were unable to include the number of
tweets made by participants in our analysis because the MTurk Terms of Service did not allow the
collection of Twitter data. However, we repeated the analysis presented above excluding the number
of tweets, and we found identical results. Photo sharing frequency and willingness to share privacy-
violating memes were both positively related to beliefs about IDP strategy effectiveness, but none
of the other social media usage variables or survey order contributed significantly. Therefore, we
found reliable evidence that increased photo sharing was associated with a heightened perception
of effectiveness.

4.5.2 Demographic information. Finally, we used linear regression to test if participant age, edu-
cation, gender, or race was associated with differences in the perceived effectiveness of the IDP
strategies. We found that age was negatively associated with perceived effectiveness (𝛽 = -.35,
p < .001), and participants who had earned a Graduate level degree believed the IDP strategies
were more effective than those whose highest degree was from High school (𝛽 = .44, p = .03).
However, none of the other education or demographic variables were significantly associated with
perceptions of effectiveness. There were also no significant order effects. It is worth noting that we
were unable to replicate the findings regarding age or education level, as none of the participant
demographics variables were significantly related to perceived effectiveness in the MTurk sample.

5 DISCUSSION
Despite attempts to limit the spread of privacy violations, social media companies have faced
major challenges when it comes to correctly identifying potential IDP violations. Adding to this
challenge is the fact that users themselves differ in their opinions about what types of content
should be considered ‘public’ [1, 48]. Given the wide range of individual differences expressed
by users about social media privacy, it is essential that the strategies used in response to IDP
violations align with user attitudes and beliefs in order to effectively address the concerns of social
media users. Although substantial work has explored user privacy and sharing preferences, less
work has empirically investigated user preferences regarding IDP preservation. The present work
addresses these challenges by employing a mixed-methods and replication approach to investigate
user beliefs about a variety of strategies employed to protect IDP. Uniquely, we directly compare
user perceptions about the effectiveness of content moderation, audience management, government
regulation, and various interpersonal methods as a means of protecting against IDP violations.
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5.1 Preference for user-controlled privacy tools
Across studies, we found participants assigned themselves primary responsibility for preserving IDP
on social media, despite also being the source of those violations. We speculate that dissatisfaction
with social media companies and government regulations may be the basis for the preference
for user-controlled IDP strategies, such as opting for audience management. This conclusion is
consistent with prior research demonstrating that users are concerned about the intentions of social
media companies [9, 101], perceiving them as untrustworthy [73, 130] or generally opaque [39,
70, 132]. Due to a lack of transparency, inaccuracy [98, 133], and difficulty understanding context,
it follows that users would lose their trust in social media companies and perceive them as less
effective at protecting IDP [54]. Similarly, social media users also report low levels of confidence
in governments when it comes to privacy preservation [86]. It is not surprising that users would
prefer to take more control over identifying and responding to potential IDP violations given their
limited confidence.

Previous literature on the control paradox highlights how a greater sense of control over personal
information can reduce the assessed risk by social media users during self-disclosure, such that
users are more willing to self-disclose if they believe they have control over their information [19,
58, 113]. Our results suggest this inflated sense of security related to perceived control extends
into the realm of content management, as IDP strategies involving user input were rated as the
most effective. In reality, these strategies are likely not as effective on a large scale as automatic
moderation systems that are capable of responding to massive amounts of content or government
regulations mandating greater privacy protections. Thus, there appears to be a general need
to improve consumer confidence through transparency and communication on privacy issues,
including providing users with more educational resources so they are familiar with the mechanisms
underlying content moderation. Given the strong desire to provide input on content management
by social media users, there is also a promising opportunity for collaborative systems that users
can interact with to derive a greater sense of involvement.

Initially, we predicted IDP strategies carried out at the user-level, such as blocking and publicly
calling out other users, would be perceived as the most effective IDP strategies because these
methods rely primarily on community input. This aligned with research examining the use of
public shaming on social media [135]. However, we only found partial support for our hypothesis,
as participants generally did not believe public call-outs were a particularly effective response to
IDP violations. A common issue with call-outs is that social media users can get carried away,
turning the targets into victims themselves. What might begin as appropriate criticism can degen-
erate into brutish displays of virtual tar-and-feathering [93]. It is possible that users differentiate
between the shaming of large public figures versus less popular social media accounts due to these
extreme responses. For example, people may perceive public shaming targeting celebrities as a
form of accountability while perceiving the same behaviors as bullying when targeting less visible
community members. Another explanation is that public call-outs are viewed politically due to
the extensive attention given to ‘cancel culture’ in media [106], thus, opinions regarding public
call-outs may depend on political orientation or age of participants [38, 100]. However, more work
is needed to explore the use of public shaming on social media.
The results of our qualitative analysis agree with and expand on our quantitative findings.

One notable finding was that a large number of participants believed IDP violations could be
completely avoided had victims made better sharing decisions or avoided sharing sensitive content.
Undoubtedly, social media requires that users assume some degree of risk by the nature of online
disclosure [10], and users often do not take enough precautionary action when it comes to protecting
their privacy according to personal preferences [28, 59, 134, 142]. That being said, the occurrence of
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IDP violations on social media is unique in that they arise from the sharing decisions of networks of
users and not because of a single user [68]. Thus, it is unclear whether the participants in our sample
fully appreciated the number of circumstances in which an IDP violation could occur without
the victim’s knowledge [65] or in response to apparently ‘safe’ disclosures [14]. Moreover, even
someone completely abstaining from social media (or practicing self-censorship) can experience an
IDP violation when their friends re-share group photos or if they are photographed by strangers
in public. Our findings highlight that social media users may need education when it comes to
the complexities and connectivity of online privacy, focusing on interpersonal responsibility in
addition to individual responsibility.

5.2 Perceived seriousness of interdependent privacy violations
Given the connection between perceived prevalence and perceived seriousness of IDP violations,
education about the prevalence of privacy issues may help convince users that online privacy is a
serious problem requiring their action. Social media users generally indicate a desire for personal
privacy [85], but this preference is not reflected in their real-world behaviors [52]. This phenomenon
is known as the ‘privacy paradox’ [52] and is theorized to be driven by a ‘privacy calculus’ [78]
whereby users weigh out the benefits of disclosing information against the cost to privacy. In the
context of IDP, research shows users are more willing to violate the privacy of others when the
content they are re-sharing is perceived as humorous [62]. If educating users about the prevalence
of IDP violations increases the perceived threat, users may be more reluctant to violate those
standards for the sake of sharing entertaining content.
When describing why they thought IDP violations were a serious risk to online security, the

majority of participants expressed their concerns depending on the types of harm that could
occur after a violation. For example, they thought having embarrassing photos circulated on the
internet could lead to secondary harm in the form of economic, emotional, or social damage.
Previous research on privacy risks has described harm along similar dimensions of emotional,
financial, reputation-based, and physical threats [110, 143, 146]. Privacy violations are an inevitable
occurrence on social media, so it is important that social media users have a means of reducing
the harm they experience after infringement [138, 149]. Given that participants were concerned
that their personal information would be used against them, new initiatives aimed at limiting
public shaming and targeted harassment [18, 102, 131] may function as a type of harm reduction
by helping to reduce the secondary harm experienced by victims after an IDP violation.

5.3 User characteristics predicting IDP beliefs
When assessing participants’ social media usage, we found that participants with higher photo
sharing frequency believed the IDP strategies could more effectively protect them from violations.
It is reasonable to assume that users who do not share as many photos may limit the type of content
they share because of their privacy concerns. Social media users express a desire to preserve
privacy [115], so it follows they would not want to share content perceived as more sensitive
(e.g., personal photos) if they believed they could not adequately protect that content from misuse.
Likewise, individuals who have more confidence in different IDP strategies may feel comfortable
sharing photos. These findings suggest that improving user confidence in IDP on social media can
promote participation and connectivity. There is evidence to suggest that privacy concerns can
be a barrier to participating on social media [21, 116, 129], and adopting privacy settings that are
aligned to user preferences can improve the user experience by increasing social connection [145].
Alternatively, these findings may reflect a level of cognitive dissonance. Cognitive dissonance refers
to the discomfort that people feel when there is a conflict between their beliefs and behaviors,
leading them to change their attitudes to minimize dissonance [47, 60]. Under this alternative
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explanation, it is possible that participants who were more open to self-disclosure were also more
inclined to describe the IDP strategies as being effective as a way of downplaying the associated
risks. Furthermore, considering we were not able to find replicable associations of age, education,
or demographics with IDP preferences, it appears that a user’s experiences on social media may be
the primary driver of their beliefs.

5.4 Design implications
Even though participants prefer control over IDP strategies, their preferred strategies also require
a degree of collaboration between users and social media technologies. For example, the preferred
method of flagging requires a UI tool and a message sent to the social media corporation for
further handling. This work suggests that tools supporting collaborative decision-making are a
promising direction for content moderation developments. As an example, social media platforms
can try to develop moderation methods that include users in the decision-making process as a
means of increasing trust in company actions. One possibility is the development of collaborative
human-AI moderation systems that involve the input of humanmoderators or users themselves [76].
Alternatively, previous research has highlighted various obfuscation tools that support privacy by
providing users with the option to blur aspects of photos. Obfuscation tools are desirable as they
provide users control over privacy considerations. However, their application remains limited [141].
Using a third-party application to edit photos may not be convenient for users due to individual
technological skills, usability, and time constraints. Thus, social media platforms should further
develop these tools so that users can easily edit sensitive information while sharing it on social
media. Additional obfuscation features can incorporate a user awareness component, for example,
automatically suggesting blurring of bystander faces before the user is allowed to post [63].
Taking into account the qualitative responses of participants regarding self-censorship, these

obfuscation tools can be extended to allow individuals who violate the terms of service the oppor-
tunity to censor their own content after it has been flagged. For example, if a user accidentally
posts a picture that contains an image with a bullying message, they could receive a notification
that informs them of why their post was flagged and the opportunity to remedy the situation
themselves. Instead of removing the entirety of their content without a clear description [132], this
approach provides the user with greater agency and educates them about privacy and moderation.
Furthermore, it is possible that increasing education about IDP violations may improve user

responses to potential violations. To this end, social media platforms can leverage nudges that influ-
ence the way information is presented. Previous research has indicated that various psychological
nudges can influence an individual’s decision-making [125]. Moreover, these decisions are highly
context-dependent and influenced by the choice environment [137]. The concept of nudging arises
from the knowledge that the choice environment can effect the likelihood of certain decisions and
their associated behaviors [13, 97]. Nudging as a design feature allows users to control sharing
decisions while also aiming to enhance privacy-oriented behaviors. Nudges are minor changes to
the design environment that often aim to influence specific psychological effects to guide users
toward predefined options [97]. Previous researchers have found that nudges can be effective
as privacy notices to elicit awareness in users [99] but require careful consideration as they can
backfire in some contexts [4]. One option is to provide visual cues for users to consider the content
of their photos before posting on social media. Multi-step digital nudges can even be used to guide
users. First, users can be warned to check the audience of a post, reminding users that they are
potentially giving access to third-party commercial platforms. Second, nudges can offer user guid-
ance that will introduce the available technological affordances to the users for editing/removing
unwanted content from the photo. Third, users can be informed about the potential consequences
of information disclosure and how it can harm users unknowingly. Although a comprehensive
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overview of potential UI tools is outside of the scope of this paper, the present work suggests that
HCI researchers advancing user-centered and convenient UI tools [81, 127, 128, 148] to enhance
privacy are well aligned with user preferences for privacy control.

6 LIMITATIONS
A notable limitation of our survey design was the use of single-item survey measures, which can
be unreliable and limit the applicability of linear models. To address this concern, we provided
reliability measures whenever possible and limited our use of these single items in the statistical
modeling portions of the analysis. It should be noted that we were able to successfully replicate
virtually all of our findings, including the more exploratory data observations, across two separate
data collection platforms. Thus, we do not believe single-item reliability issues were a significant
factor impacting our results, but it is important to take these potential effects into consideration.
Additionally, although we attempted to include a large variety of common IDP strategies that are
used in the real world, the list of included strategies was not exhaustive. An area for continued
research would be to explore user perceptions of additional IDP strategies, such as interactive
obfuscation systems or educational interventions.

7 CONCLUSIONS
We examined people’s beliefs about the effectiveness of common strategies used on social media
in response to interdependent privacy violations, where one user violates the privacy of another.
Participants identified interdependent privacy violations as a serious issue, highlighting substantial
concerns about numerous associated harms. Despite users being the source of interdependent
privacy violations on social media, we provide mixed-methods evidence across multiple studies
that social-media users assign themselves primary responsibility for interdependent privacy preser-
vation. Users overwhelmingly prefer IDP strategies they feel familiar with and that provide them
with more direct control over potential interdependent privacy violations. In addition, we identified
a number of social media behaviors and user demographics associated with IDP beliefs. Those
who more frequently shared photos on social media believed that the IDP strategies were more
effective on average, while age was negatively associated with the perception of effectiveness. Our
findings highlight the importance of content moderation transparency, education about IDP, and
user involvement as a means of increasing consumer confidence in privacy on social media.
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A PERCEPTION OF IDP QUESTIONNAIRE
Directions: People share lots of information about themselves and about other people online.
Sometimes social media users post other peoples’ embarrassing or private photos and information
without their permission. We are interested in learning about strategies that can be used to minimize
online privacy violations and feelings of embarrassment.Next, we will ask you about your opinions
and experiences with different types of these strategies for managing inappropriate posts you
encounter online. Please carefully read about each of the strategies on the following pages before
answering each question.

User-interface tools: Some social media companies provide the option to ‘flag’ or ‘report’ a post
as inappropriate, so those posts can be reviewed by the company for possible removal.

• Are you familiar with the option to ‘flag’ or ‘report’ posts as inappropriate on social media?
1. Not at all familiar; 2. Slightly familiar; 3. Somewhat familiar; 4. Very familiar; 5. Extremely
familiar

• How often do you ‘flag’ or ‘report’ posts as inappropriate on social media? 1. Never; 2. Rarely;
3. Occasionally; 4. Frequently; 5. Very frequently

• Do you believe ‘flagging’ or ‘reporting’ a post is an effective strategy for preventing or
removing inappropriate content? 1. Not at all effective; 2. Slightly effective 3. Somewhat
effective; 4.Very effective; 5. Extremely effective

• How much do you trust social media platforms to remove or prevent inappropriate content
that has been flagged by users? 1. Not at all; 2. Slightly trust; 3. Somewhat trust; 4. High level
trust; 5. Extremely high level of trust

Safety Reminders: Social media companies can provide safety reminders that prompt users not to
upload inappropriate content or private information.For example, social media companies will ask
you to check your posts for dangerous or harmful content before you are able to share.
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• How familiar are you with the use of safety reminders on social media? 1. Not at all familiar;
2. Slightly familiar; 3. Somewhat familiar; 4. Very familiar; 5. Extremely familiar

• How often have you received safety reminders when posting on social media? 1. Never; 2.
Rarely; 3. Occasionally; 4. Frequently; 5. Very frequently

• Do you think the use of safety reminders is an effective strategy for preventing inappropriate
content on social media? 1. Not at all effective; 2. Slightly effective 3. Somewhat effective;
4.Very effective; 5. Extremely effective

• How much do you trust the use of safety reminders provided by social media companies to
prevent and remove inappropriate content? 1. Not at all; 2. Slightly trust; 3. Somewhat trust;
4. High level trust; 5. Extremely high level of trust

Interpersonal - blocking: Users can block or unfollow someone who posts inappropriate content
to avoid and discourage that behavior in the future.

• How familiar are you with the option of blocking or unfollowing users who post inappropriate
content? 1. Not at all familiar; 2. Slightly familiar; 3. Somewhat familiar; 4. Very familiar; 5.
Extremely familiar

• How often do you block or unfollow someone who posts inappropriate content? 1. Never; 2.
Rarely; 3. Occasionally; 4. Frequently; 5. Very frequently

• Do you believe blocking or unfollowing someone is an effective strategy for preventing or
removing inappropriate content? 1. Not at all effective; 2. Slightly effective 3. Somewhat
effective; 4.Very effective; 5. Extremely effective

Interpersonal - call-outs: Social media users can call out other users that posts inappropriate
content by commenting and describing why their behavior is not appropriate. For example, users
might comment on a post by noting it is inappropriate to discourage the content from being spread.

• How familiar are you with user attempts to call out people that post inappropriate content?
1. Not at all familiar; 2. Slightly familiar; 3. Somewhat familiar; 4. Very familiar; 5. Extremely
familiar

• How often do you call out people that post inappropriate content? 1. Never; 2. Rarely; 3.
Occasionally; 4. Frequently; 5. Very frequently

• Do you believe calling out other users is an effective strategy for preventing or removing
inappropriate content? 1. Not at all effective; 2. Slightly effective 3. Somewhat effective; 4.Very
effective; 5. Extremely effective

• How much do you trust the use of interpersonal moderation on social media (e.g., blocking or
calling out other users) to prevent and remove inappropriate content? 1. Not at all; 2. Slightly
trust; 3. Somewhat trust; 4. High level trust; 5. Extremely high level of trust

Automatic Moderation: Social media companies use computer algorithms to automatically detect
and remove inappropriate content, for example, pictures with nudity or bullying comments.

• How much do you know about the technology used for automatic moderation? 1. Nothing at
all; 2. Know a small amount; 3. Somewhat know; 4. Know a large amount; 5. Know a very
large amount

• How often have you noticed posts on social media being automatically moderated? 1. Never;
2. Rarely; 3. Occasionally; 4. Frequently; 5. Very frequently

• Do you believe automatic moderation is an effective strategy for preventing or removing
inappropriate content? 1. Not at all effective; 2. Slightly effective 3. Somewhat effective; 4.Very
effective; 5. Extremely effective
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• How much do you trust the use of automatic moderation on social media to prevent and
remove inappropriate content? 1. Not at all; 2. Slightly trust; 3. Somewhat trust; 4. High level
trust; 5. Extremely high level of trust

Government policies: Government policies are sometimes put in place to support user safety and
privacy. For example, several governments around the world have outlawed “revenge pornography”
and hate speech, and require social media companies to remove such content from their websites.

• How much do you know about your government’s policies for preventing or removing
inappropriate content? 1. Nothing at all; 2. Know a small amount; 3. Somewhat know; 4.
Know a large amount; 5. Know a very large amount

• Do you believe government policy is effective in preventing or removing inappropriate
content? 1. Not at all effective; 2. Slightly effective 3. Somewhat effective; 4.Very effective; 5.
Extremely effective

• How often have you heard of government interventions protecting people’s privacy (e.g., in
the news, through word-of-mouth, etc.)? 1. Never; 2. Rarely; 3. Occasionally; 4. Frequently; 5.
Very frequently

• How much do you trust the use of government policy on social media to prevent or remove
inappropriate content? 1. Not at all; 2. Slightly trust; 3. Somewhat trust; 4. High level trust; 5.
Extremely high level of trust

Additional Questions:
• How common do you think it is for people to post private or embarrassing information (or
photos) about others on social media without permission? 1. Not common at all; 2. Slightly
common; 3. Somewhat common; 4. Very common; 5. Extremely common

• How serious of a problem is it when people post private or embarrassing information (or
photos) about others on social media without permission? 1. Not serious at all; 2. Slightly
serious; 3. Somewhat serious; 4. Very serious; 5. Extremely serious

• Do you think that social media users should take more or less precautions to reduce the
number of inappropriate posts on social media (e.g., posts that include embarrassing or
private information about others? 1. No precautions; 2. Fewer precautions; 3. Same amount
of precautions; 4. More precautions; 5. Many more precautions

• Do you think that social media corporations should take more or less precautions to reduce
the number of inappropriate posts on social media (e.g., posts that include embarrassing or
private information about others)? 1. No precautions; 2. Fewer precautions; 3. Same amount
of precautions; 4. More precautions; 5. Many more precautions

• Do you think that the government (e.g., laws and law enforcement) should take more or
less precautions to reduce the number of inappropriate posts on social media (e.g., posts
that include embarrassing or private information about others)? 1. No precautions; 2. Fewer
precautions; 3. Same amount of precautions; 4. More precautions; 5. Many more precautions

• Who you believe should be responsible for managing inappropriate private content on social
media that is posted without permission? Select all that apply. 1. The original person who
posted; 2. Other social media users; 3. Social media platforms; 4. Governments

• Who ought to be responsible for educating social media users about the dangers of posting
embarrassing or private photos and information? Select all that apply. 1. Parents/guardians; 2.
Peers or friends; 3. Schools; 4. Social media platforms; 5. Governments (e.g., social programs)?

Open-ended responses:
– Open-ended: What do you believe are the best methods for limiting the amount of private
or embarrassing information posted online without permission? Please briefly explain why.
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– Open-ended: In your opinion, why or why not is it a serious problem when people post
private or embarrassing information (or photos) about others on social media without
permission?

– Open ended: What do you believe should be the consequences for users who post other
people’s private information on social media without their permission?
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