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Smart voice assistants such as Amazon Alexa and Google Home are becoming increasingly pervasive in our
everyday environments. Despite their benefits, their miniaturized and embedded cameras and microphones
raise important privacy concerns related to surveillance and eavesdropping. Recent work on the privacy
concerns of people in the vicinity of these devices has highlighted the need for ‘tangible privacy’, where
control and feedback mechanisms can provide a more assured sense of whether the camera or microphone is
‘on’ or ‘off’. However, current designs of these devices lack adequate mechanisms to provide such assurances.
To address this gap in the design of smart voice assistants, especially in the case of disabling microphones, we
evaluate several designs that incorporate (or not) tangible control and feedback mechanisms. By comparing
people’s perceptions of risk, trust, reliability, usability, and control for these designs in a between-subjects
online experiment (N=261), we find that devices with tangible built-in physical controls are perceived as more
trustworthy and usable than those with non-tangible mechanisms. Our findings present an approach for
tangible, assured privacy especially in the context of embedded microphones.
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1 INTRODUCTION
Network-connected smart voice assistants (SVA) are becoming increasingly pervasive in our
households. These devices make it convenient to perform many daily tasks such as accessing
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information, setting alarms, playing songs, scheduling events, or controlling smart home appliances
(such as light bulbs and coffee makers) by using simple voice commands. According to NPR and
Edison Research, by the end of Spring 2020 about 24% of all adult Americans (around 60 million
people) owned at least one smart voice assistant.1 This popularity is only expected to grow; by
2027, the smart voice assistant market is predicted to reach over $19 billion.2

Despite their positive role in making our lives convenient, researchers have identified potential
privacy threats perceived by the users of these voice assistants [1, 60, 65]. Interestingly, microphones
are considered as one of the most invasive and privacy-violating sensors, yet are an integral part of
these devices [16, 74]. Moreover, people tend to have limited knowledge of how their smart voice
assistants collect, store, and process data [1, 65]. Smart voice assistants are designed to operate in an
‘always-on’ mode, which essentially means the devices are equipped with embedded microphones
that can actively and continuously listen for a pre-specified ‘wake word’, even when the user has
no intention of interacting with the devices. Although these devices (e.g., Amazon Echo) are not
supposed to record any audio until they detect the wake word [37], recent patent filings by Google
and Amazon show the intention to use such devices to listen to words that indicate users’ interests
(e.g., “I love skiing") and use this information for targeted advertisements [100]. Furthermore, these
devices can be accidentally triggered when they misinterpret the wake word causing them to
record conversations that were not intended to be recorded [59]. For example, in May 2018, a
Portland family found their private conversation in their home was recorded by Amazon’s Alexa
and sent to a person in their contact list after their conversation was misinterpreted as a sequence
of commands [49]. To make things worse, it has been demonstrated that voice assistants can be
controlled by voice commands that are unintelligible to human listeners [18]. Similarly, Zhang et
al. showed that voice assistants can be tricked to receive and respond to inaudible voice commands.
This ultrasonic attack cannot be perceived by humans [107], making it infeasible for an average
user to guard against such privacy vulnerabilities. Although prior works have reported people are
willing to trade off their privacy for the convenience and benefits provided by these devices [44, 60],
this behavior can be attributed to the little opportunity provided to selectively control the devices’
features and their privacy implications [36, 60].

Given the ever-increasing adoption of smart voice assistants coupled with their existing potential
privacy vulnerabilities, there is a pressing need to explore design solutions for voice assistants that
provide users with convenient and trustworthy privacy controls. In this paper, we aim to explore
several dimensions of the design space for privacy-preserving smart voice assistants. In particular,
we explore design solutions with hardware-based privacy enhancing mechanisms based on the
principles of ‘tangible privacy’ mechanisms proposed by Ahmad et al [5]. The authors argue for
“tangible privacy” mechanisms as a combination of “privacy control and feedback mechanisms
that are tangible, i.e., manipulated or perceived by touch, and of high assurance, i.e., they provide
clear confidence and certainty of privacy to observers.” Devices equipped with tangible privacy
mechanisms must have (a) tangible control mechanisms to allow people to unambiguously control
the device’s data collection with haptic, direct manipulation, which enables users “to grab, feel, and
move the important elements” of the control mechanism [5, 50], and (b) high assurance feedback
mechanisms that provide a clear and definite sense of awareness of what data is being collected to
people in the device’s vicinity. This approach provides a “seamless integration of representation
and control,” and offers a legible mapping between user actions and mediated effects [5, 97, 101]. A
primary example of such a mechanism for cameras is to provide lens covers, which have both these
properties, where most importantly users in the vicinity ‘know’ (assured feedback) the camera

1https://www.nationalpublicmedia.com/insights/reports/smart-audio-report
2https://www.researchandmarkets.com/reports/4806139/smart-speaker-global-market-trajectory
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cannot see them. This approach is particularly encouraging because tangible control mechanisms
provide tactile feedback, which can improve decision making [79], provide confidence in evaluating
a system’s functionality [78], and enable users to infer the system’s state from the manipulated
object [97, 98]. Moreover, tangible feedback mechanisms have been found to improve people’s
awareness of a system’s presence because they are more clearly associated with the device’s location
and context [86, 108].
Despite the potential for tangible privacy mechanisms to provide higher levels of privacy as-

surance to users, more research is needed to evaluate the effectiveness of tangible control and
feedback mechanisms in providing users with high assurance of their privacy, especially in the case
of embedded microphones. More recently, companies like Facebook3 and Apple4 have recognized
the need for hardware based microphone disconnects (with the use of mute buttons) for their
devices. However, more work is needed to better design such mute buttons to convince users that
there is indeed a hardware disconnect – prior work has shown that users doubt the effectiveness of
mute buttons and prefer unplugging devices entirely to ensure their privacy [5, 60].
Thus, we seek to understand whether suitable tangible privacy designs can be leveraged to

support a more comprehensive assessment of users’ privacy in the context of smart voice assistants
with embedded microphones.

In particular, we seek to answer the following research questions in this work:
RQ1 How can tangible privacy mechanisms be integrated into the current design space of smart

voice assistants in the context of embedded microphones?
RQ2 Do tangible privacy mechanisms affect users’ perceived reliability, trust, sense of risk, or

sense of control for smart voice assistants?
RQ3 Do tangible privacy mechanisms affect users’ perceived usability of voice assistants? Is there

a trade-off between usability and the metrics in RQ2?
We study these research questions in the context of six prototypical designs and derive important

implications for the design of smart voice assistants to provide privacy in the context of embedded
microphones. The rest of this paper is organized as follows. Section 2 discusses related work.
Section 3 describes our methodology including the design of our user study. Sections 4 and 5
present our quantitative and qualitative findings respectively. Section 6 discusses the implications
of our findings. Finally, Section 7 presents our conclusions.

2 RELATEDWORK
In this section, we start by discussing prior research related to privacy concerns of smart voice
assistants. Then we discuss the privacy preserving solutions currently used for conveying privacy
to the users of these devices.

2.1 Privacy Concerns of Smart Voice Assistants
Prior works have investigated and identified users’ privacy perceptions, norms, and concerns
regarding the use of smart voice assistants [1, 2, 28, 29, 52, 60, 65, 95]. In their analysis of online
reviews of smart voice assistants from U.S. based online shopping websites, Fruchter and Liccardi
found reviewers expressed concerns about the amount, scope, and type of data collected by their
devices [44]. Users were also worried that their sensitive conversations would be overheard by
the devices. Lau et al. found that incidental users of smart voice assistant have an incomplete
understanding of the resulting privacy risks [60]. They also reported that users preferred unplug-
ging their devices instead of using the current privacy controls provided with the devices. Prior

3https://portal.facebook.com/help/479997345804912/
4https://support.apple.com/guide/security/hardware-microphone-disconnect-secbbd20b00b/web
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researchers have also studied users’ perceptions of how smart voice assistants work and found a
significant knowledge gap between people’s perception of these devices and how these devices
actually work [5]. Abdi et al. showed that users have incomplete mental models of how personal
voice assistants function, which often leads to different perceptions of where data is being stored,
processed, and shared [1]. Similarly, Malkin et al. in their study found that almost half of their
respondents were not aware of the use of cloud storage for their voice recordings, and even fewer
had ever used the manufacturer provided privacy control of deleting their recordings from the
cloud [65]. Participants in their study were also concerned about their recordings being used for
advertising or being accessed by third-parties.
Tabassum et al. in their study found that participants in general are uncertain or unaware of

the controls available on their devices, and such uncertainties led them to not use certain device
functionalities; in extreme cases participants removed the device from their houses [96]. Often such
lack of understanding of how these devices work not only acts as a barrier towards the adoption of
these devices, but also contributes to users’ privacy concerns [11, 13, 60]. Furthermore, Ammari et al.
found that people have concerns about random false activation of smart voice assistants and third-
party use of voice recordings [6]. Similarly, Huang et al. found that users perceive the collection
of their voice recordings by external entities (e.g., smart speaker vendors) as a major privacy
threat [52]. Participants also had privacy concerns such as the unauthorized access of their personal
information and the misuse of their devices by other users such as visitors. Tabassum et al. found
that people expressed concerns about the always-listening nature of smart voice assistants [95].
Chung et al. identified unintentional voice recordings as a large privacy threat stating that users
are not provided with complete control over their voice data [31]. In their study, Zeng et al. found
participants living in smart homes have privacy concerns related to audio recordings [106].
In contrast to these prior works, our work does not aim to further investigate users’ privacy

concerns. Rather, we aim to assess whether users think that hardware based tangible control and
feedback mechanisms can successfully mitigate their privacy concerns and provide them with their
desired privacy protection against unwanted audio recording.

2.2 Privacy Preserving Solutions for Smart Voice Assistants
To mitigate users’ privacy concerns, researchers have proposed several system level solutions. Feng
et al. proposed a continuous authentication system [39]. This system ensures the voice assistant
executes the commands only of the device owner by matching the body surface vibrations of the
user to the sound signal received by the voice assistant’s microphone. Other researchers have
focused on intercepting or monitoring network traffic in an attempt to address privacy and security
issues [76, 92]. Although encryption of traffic can prevent such monitoring, prior research has
shown that even encrypted traffic is vulnerable to privacy attacks [4, 7]. However, these approaches
are orthogonal to our goals, which aim to provide ‘high assurance’ about the prevention of data
collection itself. Moreover, Kumar et al. showed that network level solutions do not guard against
skill squatting attacks [59]. Recently, smart voice assistant manufacturers have enabled users
to access, review, and delete past voice recordings [34]. However, studies have shown that few
users actually review or delete their past recordings, and many do not even know such option
exists [6, 65]. Another stream of solution involves blocking or jamming the microphone of the
voice assistants by using different forms of ultrasound [45, 63] or by continuously playing low
frequency noise atop of the microphone of the smart speaker [55]. Chandrasekaran et al. proposed
a similar privacy-preserving interventions, where the smart speaker’s microphone is jammed
using a separate remote control device [24]. Chen et al. also designed a jamming device that
uses multiple ultrasonic transducers to disable microphones from all directions [27]. Olade et al.
introduced an intermediary device that provides an additional layer of security by intelligently
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filtering sensitive conversations from being recorded by voice assistants [72]. Researchers have also
suggested privacy controls based on interpersonal communication cues such as gaze direction and
voice volume [67, 69]. However, jamming microphones using ultrasound does not provide users
any tangible feedback that their privacy is protected and playing continuous noise in front of the
speaker could be annoying for occupants near the smart voice assistants.
In summary, the current privacy preserving solutions provide some privacy protection to the

users but most of them are software based solutions - hence, having trust issues and lacking effective
feedback about whether privacy protection mechanisms are working properly (or not) [5], and
people often find them cumbersome to use [60]. In contrast to these works, our work provides
evidence for the adoption of tangible, on-device hardware based control and feedback mechanisms
by assessing users’ attitude towards tangible mechanisms.

3 METHOD: SURVEY STUDY
To answer our research questions, we conducted an online survey to understand several aspects
of user attitudes towards smart voice assistants that incorporate tangible design principles. In
the survey, we considered six different design prototypes of smart voice assistants by varying
the type of control mechanism (physical control vs. software control) and feedback mechanism
(physical feedback, vs. software feedback, or LED-based feedback). We designed the study as a
between-subjects survey in which the participants were randomly assigned to one of the six possible
conditions and were presented one of the six virtual prototypes of voice assistants. Participants took
approximately 15—20 minutes to complete the survey, which was approved by our institution’s
ethics review board.

3.1 Experimental Conditions: Design Prototypes
Following a scenario-based design [83], we presented our participants with a hypothetical scenario.
Our participants were asked to consider themselves as someone staying in a hotel room and having
a private conversation with their friend in the visible presence of one of the six prototypical voice
assistants. Below, we describe the design principles of the six prototypical voice assistants presented
as virtual prototypes [21, 99] in this study. Our prototypes provide users with tangible (and non-
tangible) ways of turning the embedded microphone on and off. They also provide tangible (and
non-tangible) feedback about the microphone’s state (whether it’s listening or not).

Physical Control & Physical Feedback. This prototype (Fig 1) provides users with the option
to control the microphone using a physical hardware based on-off button. Unlike software based
virtual buttons (as seen in mobile apps), sliding these physical buttons disables (and enables) the
microphone, thus providing a tangible way of turning off (and on) the microphone. We deliberately
used mute-switch based prototypes to study any differences betweenmute switches without assured
feedback (existing voice assistants) and those with assured physical feedback (showing a physical
disconnection). The physical feedback is provided by using a visible microphone jack. This jack
is internally connected with the microphone. Whenever the microphone is turned off, the jack is
visibly disconnected and whenever the microphone is on, the jack is visibly connected. Users can
monitor this action of connection (and disconnection) of the microphone jack through a transparent
cover.

Proc. ACM Hum.-Comput. Interact., Vol. 1, No. CSCW2, Article . Publication date: April 2022.
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(a) Microphone On (b) Microphone Off

Fig. 1. Prototype with physical control and physical feedback

Physical Control & LED Feedback. This prototype (Fig 2) provides a physical hardware based
on-off button to control (turn on and off) the microphone. However, for feedback, this prototype
uses an LED to communicate the current status of the microphone. For example, when the LED is
flashing green, it means the microphone is ‘on’ and when the LED is flashing red, it indicates the
microphone is ‘off’.

(a) Microphone On (b) Microphone Off

Fig. 2. Prototype with physical control and LED feedback

Software Control & Software Feedback. This prototype (Fig 3) provides users with a combina-
tion of software based control and feedback mechanisms. The users need to turn the microphone
on and off using the mobile app. They also need to rely on the app to notify them about the state
of the microphone. The users see a textual description of the microphone’s state. Specific colors
(green for ‘on’ and red for ‘off’) are also used to help users easily understand the state. We chose
to include a smartphone based app because of the prevalence of such apps for allowing users to
control their IoT devices (e.g., the Nest App for camera and microphone controls5). Furthermore, a
prior study by Chandrasekaran et al. showed that people found physical interactions with privacy
preserving interventions for smart speakers to be less ideal and expressed their preference toward
using an app on their smartphones for controlling the interventions [23].

5https://support.google.com/googlenest/answer/9210305
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(a) Microphone On (b) Microphone Off

Fig. 3. Prototype with software based control and feedback mechanism.

Physical Control & Software Feedback. The prototype provides a physical hardware based
on-off button to control (turn on and off) the microphone. The software based feedback is provided
using a mobile app. Whenever the microphone’s status changes, the user can see the notification on
their mobile app in the form of a textual description of the microphone’s current status. Different
colors are used to indicate different statuses of the microphone. The choice of colors was grounded
in a prior study by Ahmad et al. [5] – green was used to indicate the ‘on’ state, while red was used
to indicate the ‘off’ state.

Software Control & Physical Feedback. This design allows the microphone to be controlled
only by using software based mechanisms. Users need to turn the microphone on and off by pushing
a software based button in a mobile app. The on-off instruction is carried over the internet and the
prototype’s microphone changes its state accordingly. For providing physical feedback, just like
the first prototype in figure 1, this prototype uses a microphone jack that comes with a transparent
cover. This jack is connected and disconnected based on the instruction it receives from the mobile
app of the user.

Software Control & LED Feedback. The last prototype provides users with software based
controlling mechanisms along with LED based feedback. Just like the previous combinations, the
software based control involves pushing a virtual button in a mobile app and the LED changes its
color according to the microphone’s current state. The only notification the user will get is from
the LED – flashing green when the microphone is ‘on’ and flashing red when it’s ‘off’.

3.2 Measurements: Independent and Dependent Variables
We used two independent variables in our study as indicated above. One is the ‘control mechanism’
with two levels (hardware based/physical and software based). The other is the ‘feedbackmechanism’
with three levels (hardware based/physical, software based, and LED based). Table 1 gives an
overview of our experimental conditions. We measured five dependent variables for each condition:
perceived usability, perceived reliability, perceived trust, perceived control, and perceived risk. We
measured these variables because prior works have shown these constructs influence users’ privacy
perceptions [14, 89] and their willingness of smart device adoption [22, 38, 90]. Next, we describe
our dependent variables.

Independent Variables Dependent Variables
Control mechanism (Physical, Software) Reliability, Trust, Control,
Feedback mechanism (Physical, Software, LED) Risk Perception, Usability

Table 1. Visual representation of the variables used in our experimental design. The first column shows our
independent variables with their different levels. The second column shows the dependent variables that we
measured for each of the experimental conditions.
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3.2.1 Perceived Usability. We asked the participants to rate their perceived usability of the proto-
types by using a 10 item questionnaire from the System Usability Scale (SUS) developed by Brooke
et al [15]. The items were modified to fit the context of our study. Example items include: “I found
this approach to mute the microphone unnecessarily complex". The 10 items are scored on a 5-point
Likert scale of strength of agreement (1: strongly disagree; 5: strongly agree).

3.2.2 Perceived Reliability. Three items were borrowed and adapted fromMadsen and Gregor’s [64]
perceived reliability scale to fit the context of measuring the reliability of muting process of smart
voice assistants. A sample item is “Using this approach to mute the microphone, I can rely on
the device to not record me". We used a 5-point Likert scale ranging from (1: strongly disagree; 5:
strongly agree) to collect participants’ level of agreement with the three adapted scale items.

3.2.3 Perceived Trust. To measure participants’ perceived trust on the prototypes, we borrowed
eight items from the trust in automation scale developed by Jian et al [53]. We changed the wordings
of the scale items to fit the context of our study. Example items include: “I am skeptical of the visual
information provided by this approach of muting the microphone", “I can trust this approach of
muting the microphone for preventing unwanted audio recording". Participants were asked to rate
their level of agreement with the eight statements using a 5-point Likert scale ranging from (1:
strongly disagree; 5: strongly agree).

3.2.4 Perceived Control. To measure participants’ perceived control on the prototypes, we modified
the two-item scale developed by Hinds [48] to fit the context of how much the participants feel in
control after muting microphone. A sample item is “With this approach of muting the microphone,
I feel I am in control of any recordings by this device". Participants indicated their level of perceived
control on the prototypes on a 5-point Likert scale ranging from (1: strongly disagree; 5: strongly
agree).

3.2.5 Risk Perception. Wemeasured participants’ risk perception of interacting with the prototypes
by adapting a four-item scale from the work of Gulati et al. [47] and Colesca [33]. Items that best
fit the assessment of participants’ risk perception after muting a smart voice assistant were chosen
and modified to fit the study purpose. An example item is “When I mute the microphone using this
approach, I feel it would be risky to have a private conversation around this device". Participants
were asked to rate the four adapted items using a 5-point Likert scale ranging from (1: strongly
disagree; 5: strongly agree).

3.3 Measurements: Covariates
3.3.1 Technical competence. Technical competence is defined as the confidence in one’s own ability
to solve technical problems. Prior studies found technical competence to be an important technology-
related personality trait that has a strong association with technology acceptance [12, 84]. We
measured participants’ technical competence using the shorter version of the subjective technical
competence scale used by Arning et al [9]. This scale has eight items and these items had to be
confirmed or denied on a 5-point Likert scale from 1 (totally disagree) to 5 (totally agree).

3.3.2 Privacy Self-efficacy, Privacy Awareness, and Privacy Preference. Participants’ privacy self-
efficacy was measured using a six-item scale (𝛼 = 0.691). Their privacy awareness was measured
using a three-item scale (𝛼 = 0.637). Both of these scales were adapted from Zeissig et al [105] and
the items were rated on a 5-point Likert scale from 1 (totally disagree) to 5 (totally agree). Privacy
self-efficacy has been shown to influence privacy protection behaviors [26] and privacy awareness
influences privacy concerns [102]. Finally, a one item privacy preference question was used, which
asked participants, “Are you a private person who keeps to yourself or an open person who enjoys
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sharing with others? (1 = very private, 7 = very open)" [51]. We conducted an Exploratory Factor
Analysis (EFA) on these privacy metrics to discover the underlying concepts (Section 3.7.2) and
came up with four concepts: privacy awareness, privacy confidence, privacy vigilance, and privacy
comprehension. We used these four concepts as the covariates in our analysis.

3.4 Survey design
Our survey was comprised of both open-ended and close-ended questions and was approved by
our institution’s ethics review board. We organized the survey instrument as follows: (Our survey
questionnaires are presented in Appendix A.)

• Consent form.
• Questions about participants’ experience of using smart voice assistants, e.g., which voice
assistants participants have used and how often they use such devices.

• Presentation of the survey scenario and one of six design prototypes based on random
assignment (between-subjects).

• A total of 27 questions to understand participants’ perceived usability, reliability, trust, control,
and risk about the assigned prototype.

• Open ended questions about why participants found the prototype to be reliable (or not),
easy to use (or not), and the features of the prototype they liked (or not).

• Questions for measuring the participant’s technical competence and privacy information
such as privacy efficacy, privacy awareness, and privacy preference.

• Four demographic questions (age, gender identity, race/ethnicity identity, and education).

3.5 Recruitment, Screening, and Compensation
The survey was implemented in Qualtrics [81] and advertised on Amazon Mechanical Turk
(MTurk) [17]. We hosted the survey for over a period of two months. It was restricted to MTurk
workers who were at least 18 years old, native English speakers, had experience using smart
voice assistants, and had been living in the USA for at least five years (to help control for cultural
variability [56]). We further required that workers have a high reputation (approval rate of greater
than or equal to 99% on at least 1,000 completed HITs) to ensure data quality [68]. We also added
a captcha at the beginning of the survey and used three attention-check questions to filter out
inattentive responses [62]. Each participant could participate in the survey only once. In our data
analysis we included the responses of 261 participants (out of a total of 270) who correctly answered
all three attention-check questions and entered the correct random response code as generated by
the survey instrument. We discarded the responses of nine participants who failed at least one out
of the three attention check questions. Each participant was paid $3.00, whether or not we used
their responses. The amount was determined through a pilot study where participants were asked
whether they considered the compensation to be fair. Participants were able to pause this survey
and resume at a later time, as indicated by the long completion time (>10hours) for a number of
participants. Therefore we analyzed the response times for the top 75%, which was an average of
16 minutes. Thus we estimated that our compensation was in the range of around $11/hour for the
work in our survey. The study and compensation scheme was approved by our institution’s ethics
review board.

3.6 Pilot Study
We conducted in-person online surveys and follow-up interviews with two male participants to
identify any accessibility issues of our survey instrument. Their ages ranged from 20 to 30. Both
participants participated in the survey using computers. The pilot study took around 30—40 minutes
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for each participant. Participants were compensated with $20 cash for taking part in the pilot. We
requested them to point out any accessibility issues they faced while participating in the survey. We
also requested that they suggest improvements to our survey. During the in-person online survey
with the first participant, we identified varying levels of accessibility issues such as difficulties in
navigating through the text fields, a number of typos, and minor confusion about the wording
of some questions. We addressed these issues mentioned by the first participant and conducted
the second in-person online survey a few days later. The second participant did not raise any
accessibility issues and thus we finalized the survey. During both the follow-up interviews, our goal
was to find out whether the participants could understand the description of the prototypes and the
hypothetical scenario they were put in. We also asked for their suggestions to make the wording
easier to understand. Both the participants suggested minor modifications and we modified the
prototype description based on their suggestions. Apart from this, we also conducted a pilot study
with 5 participants on Mturk to make sure that the survey ran smoothly.

3.7 Analysis Procedures
We now describe our quantitative and qualitative analysis procedures.

3.7.1 Quantitative analysis. For our statistical quantitative analysis, we used multiple linear
regression tomodel the relationship between our dependent and independent variables.We designed
the models to allow us to explore how the independent variables, e.g. control mechanism and
feedback mechanism, influenced our dependent variables. Along with the independent variables, the
linear models that we created had several combinations of the co-variates (Section 3.3). We selected
a subset of the co-variates that represented the best fitting model based on the AIC values [85]. For
measuring the dependent variables, we calculated the factor loadings (Table 6) of each item in the
scales and used them in our analysis. Our data show that the dependent variables are not normally
distributed. Hence, we chose to use a simple linear regression because (a) it does not require the
normality assumption to be fulfilled and (b) it is a sound statistical technique in determining the
degree to which particular independent variables are influencing dependent variables.
Apart from this, we also conducted exploratory factor analysis (EFA) on the privacy metrics

to extract any underlying privacy concepts. EFA helped to group the correlated features under a
common factor based on the absolute values of factor loadings. Informed by the multiple linear
regression and factor analyses, we identified multiple subsets of features that show how the
dependent variables are affected by the independent variables. In addition to a simple linear
regression, we also used logistic regressions in our analysis. Since we had similar outcomes for
both the linear and logistic regressions, we chose to report the results of linear regression for ease
of interpretation.

3.7.2 Uncovering Underlying Factors of Privacy Metrics. During the survey we collected data
for measuring three privacy related scales: privacy self-efficacy, privacy awareness, and privacy
preference and one privacy preference question. As these metrics are closely related to each other,
we wanted to ensure that the subset of selected features are minimally correlated with each other
since multicollinearity can result in an unstable linear model [40]. So, we conducted an exploratory
factor analysis (EFA) on these privacy metrics to discover the underlying concepts that represent a
set of variables that are minimally correlated among themselves and retain maximum variance of
the outcome variable. We identified four underlying variables and these variables were calculated
using the factor loadings shown in Table 5 in Appendix A.

• Determining eligibility of EFA: We used the Kaiser-Meyer-Olkin (KMO) value to determine
whether our data is suited for factor analysis. The total KMO was 0.77, which based on
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Kaiser’s suggested cutoff (KMO ≥ 0.60) indicates that, we can conduct a factor analysis. We
also conducted Bartlett’s Test of Sphericity (𝑝 = 2.105859𝑒 − 180), which indicated that a
factor analysis may be useful with our data.

• Determining the number of factors to extract: We conducted principal component analysis
(PCA) to estimate the amount of variance retained by each component. We decided the
number of factors to extract from EFA using a scree plot [73, 104].

• Extracting and rotating factors: After deciding on the number of factors, we extracted the
factors and estimated the factor loading (i.e., correlation between a feature and a factor) of each
feature. Finally, we rotated the factors using ‘varimax’ rotation to obtain a simple structure of
the factor loadings [73, 104]. It helps to group the features and since ideally each feature has
a high factor loading for only one factor after the rotation, it also helps to clearly describe the
features. Features that are highly correlated among themselves belong to the same underlying
concept and would have high correlation with that concept. Consequently, we grouped the
features having high correlation with a single factor into categories describing ‘meaningful’
constructs. Thus, we identified four underlying concepts: privacy comprehension, privacy
confidence, privacy vigilance, and privacy awareness, which we use as the covariates.

3.7.3 Sample size power analysis. We performed a power analysis to estimate the sample size
required to produce statistically significant findings for each dependent variable. The analysis
showed that for testing the effect of the two independent variables on each dependent variable, 107
participants would provide enough statistical power to detect 0.15 (‘small’) sized effects (𝛼 = 0.05,
1-𝛽 = 0.95).

3.7.4 Qualitative analysis. Participants’ responses were recorded on three open-ended questions
related to their perceived ease of use, reliability, useful features of the prototypes, and their line
of reasoning for the responses. All qualitative answers were independently coded in a bottom-up
approach by two researchers. Regular discussions were held between the two researchers about
the codes and themes throughout the qualitative analysis. Initially, the researchers met weekly to
iteratively and redundantly code a subset of the open-ended responses from the survey to develop a
code-book. Then, based on the code-book, we coded the rest of the responses. We chose to perform a
thematic analysis because although our work is informed by relevant theories such as user-privacy
theories, (a) we did not directly derive our coding from those theories, and (b) we did not set our
goal to build new theories in our work. We came up with three main themes which are described in
Section 5. In line with common practice, we did not seek to compute inter-rater reliability since we
focused on a thematic analysis based on multiple iterations of meetings and refinement of the codes
to determine emergent themes (these codes were not used in our quantitative analysis) [8, 66].

3.8 Hypotheses
In this section, we present the two hypotheses that we seek to test in this study. Each of the two
hypotheses has three sub-hypotheses.

• H1 (a/b/c): Hardware based controlmechanisms have higher perceived [usability/control/trust]
than software based control mechanisms.

• H2 (a/b/c): Hardware based feedbackmechanisms have higher perceived [usability/control/trust]
than software based feedback mechanisms.

Due to high correlation between perceived reliability, risk perception, and perceived trust, we
decided to test the hypotheses on three dependent variables (explained in 4.1).
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4 QUANTITATIVE FINDINGS
In this section, we present the findings of our statistical analyses.

4.1 Correlation Between Perceived Reliability, Risk Perception, and Perceived Trust
We found a high correlation among the three dependent variables perceived reliability, risk percep-
tion, and perceived trust. Spearman’s correlation tests showed high correlations between perceived
reliability and perceived trust (𝑟ℎ𝑜 = 0.8896246, 𝑆 = 327067, 𝑝 < 2.2𝑒 − 16), and high negative corre-
lations between perceived trust and risk perception (𝑟ℎ𝑜 = −0.9030382, 𝑆 = 5639121, 𝑝 < 2.2𝑒 − 16)
and perceived reliability and risk perception (𝑟ℎ𝑜 = −0.7866527, 𝑆 = 5294245, 𝑝 < 2.2𝑒 − 16).
Therefore, we focus only on perceived trust in the presentation of our analysis. The related analyses
for perceived reliability and risk perception are included in table 7 in Appendix A.

4.2 Overall Effects of Control and Feedback Mechanisms
In this section we describe the results of our hypothesis testing i.e., how the independent variables
along with the co-variates effected the dependent variables.

4.2.1 Factors Affecting Perceived Usability. To test H1(a) and H2(a) we use a linear regression
model containing two independent variables (control and feedback mechanism) and three co-
variates (technical competence, privacy awareness, and privacy comprehension). The three co-
variates were chosen based on Akaike’s Information Criterion (AIC) [85], i.e., the model with these
three co-variates had the lowest AIC value and this model best fit our data. The model shows there
was a significant effect of control mechanism on perceived usability (𝑝 = 1.55𝑒 − 11) with a 10.738
unit increase (on a scale of 1–100) in perceived usability when the control mechanism was changed
from software based to hardware based (Table 2). In other words, in line with the findings of prior
works [41, 57], our participants also found hardware based tangible control mechanisms to be more
usable compared to software based ones and thus, we accept H1(a).

However, we do not accept H2(a) as there was no significant effect of feedback mechanisms on
perceived usability.

Among the co-variates, privacy comprehension is significantly associated with perceived usability
(𝑝 = 7.88𝑒 − 05). The model indicates a 9.881 unit decrease in perceived usability for every unit
increase in privacy comprehension.
Figure 4 shows the overall distribution of participants’ ratings of perceived usability of the six

combinations of control and feedback mechanism. The key insight highlighted in this figure is that
the usability rating for all combinations with physical control is considerably higher compared
to combinations with software control (further discussed in Section 6). Interestingly, not a single
participant disagreed that the combination of physical control and LED feedback increase usability.
This might be because recent smart voice assistants come with push buttons and LEDs, and
participants rating for usability might be influenced by being habituated to seeing these devices.

4.2.2 Factors Affecting Perceived Control. For testing H1(b) and H2(b) we used a linear re-
gression model containing the two independent variables control and feedback mechanism and
three co-variates privacy confidence, privacy vigilance, and privacy comprehension. This model
with these three co-variates was chosen based on the lowest Akaike’s Information Criterion (AIC)
value. Our result indicate there was a significant effect of control mechanism over perceived control
(𝑝 = 1.37𝑒 − 05) – the model indicates a 0.513 unit increase in perceived control when the control
mechanism was changed from software based mechanisms to hardware based mechanisms (Table 2).
Thus we accept H1(b) as participants’ perceived increased control over the device with hardware
based control mechanisms compared to software based control mechanisms.
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Fig. 4. Distribution of participants’ rating for Perceived Usability across six combinations of control and
feedback mechanism

However, H2(b) is not accepted as we found no significant relation between feedback mechanism
and perceived control.
All three co-variates, privacy confidence (𝑝 = 0.00177), privacy comprehension (𝑝 = 0.00462),

and privacy vigilance (𝑝 = 0.03191) were significantly associated with perceived control. The model
indicates a decrease of 0.143 and 0.432 units in perceived control for every unit increase in privacy
vigilance and privacy comprehension respectively. Interestingly, there was a 0.516 unit increase in
perceived control for every unit increase in privacy confidence.

4.2.3 Factors Affecting Perceived Trust. For testing H1(c) and H2(c) we used a linear regression
model containing the two independent variables control and feedback mechanism and the three
co-variates privacy confidence, privacy vigilance, and privacy comprehension. Just like the previous
models, this model was chosen based on the lowest Akaike’s Information Criterion (AIC) value.
Control mechanism had a significant effect over perceived trust (𝑝 = 5.68𝑒 − 05) – the model
indicates a 0.413 unit increase in perceived trust when the control mechanism was changed from
software based mechanisms to hardware based mechanisms (Table 2). Thus H1(c) is accepted as
hardware based control mechanisms increase participants’ perceived trust on the device compared
to software based control mechanisms.
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H2(c) is not accepted as we found no significant relation between feedback mechanism and
perceived trust. All three co-variates, privacy confidence (𝑝 = 2.84𝑒 − 06), privacy comprehension
(𝑝 = 0.00918), and privacy vigilance (𝑝 = 2.84𝑒 − 05) were significantly associated with perceived
control. The model indicates a decrease of 0.247 and 0.346 units in perceived trust for every unit
increase in privacy vigilance and privacy comprehension respectively. Interestingly, there was a
0.682 unit increase in perceived trust for each unit increase in privacy confidence.

4.3 Interaction Effects of Control and Feedback Mechanisms
We wanted to assess if there was any significant interaction between the control mechanism and
feedback mechanism for the dependent variables. We used simple linear models with interaction
terms between control and feedback mechanism. As shown in Table 3, there was no significant inter-
action between control and feedback mechanism for perceived control and perceived trust. However,
in terms of usability, there was a significant interaction between physical control mechanism and
LED feedback.

The results indicate that switching to physical control (from software control) with LED feedback
results in higher perceived usability than switching to physical control with software feedback. In
other words, participants found the combination of physical control with LED feedback mechanism
to be more usable compared to the other combinations. Overall we can say that just like the main
effect, the interaction of feedback mechanism and control mechanism does not have any significant
effect on perceived control and trust. However, LED feedback when paired with physical control
mechanisms have significant interaction effect on usability.

4.4 Demographics
Our final sample of 261 participants were slightly skewed towards younger generation (under the
age of 30), most of them identified themselves as males, and most of them used voice assistants
several times a day. A brief description of the demographics is presented in Table 4.

4.5 Additional Factors
We wanted to assess the effect of gender and age on our dependent variables as these factors are
found to be important in the context of privacy [25, 87, 88]. Past works have demonstrated that
compared to men, women are more risk averse [25] and sensitive to privacy concerns [87]. Also,
it was found that individuals older than 45 respond differently to privacy concerns than younger
individuals [88]. We conducted a Wilcoxon rank sum test (between subject, two groups) for all the
dependent variables and found no significant difference in the ratings based on gender. To simplify
the age analysis, we categorized the participants into three age groups: 18–29, 30-49, and 50 and
older. We conducted a Kruskal Wallis test (between subject, three groups) for the five dependent
variables and the results show that the difference between the three age groups is not statistically
significant for any of the dependent variables.

5 QUALITATIVE FINDINGS
To enrich our understanding of what motivated the ratings provided by our participants, we coded
the open-ended responses for additional insights. These responses helped us better understand
why our participants preferred hardware based mechanisms. This qualitative analysis also provides
key design insights on how to incorporate tangible mechanisms into smart voice assistants. Below,
we present the main themes identified in our qualitative analysis.

6Both Amazon Echo devices and Google Home
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Dependent variable:

Perceived Control Perceived Usability Perceived Trust
(1) (2) (3)

privacy confidence 0.516∗∗∗ 0.682∗∗∗
(0.196,0.836) (0.403,0.961)
𝑝 = 0.002 𝑝 = 0.00001

privacy vigilance −0.143∗∗ −0.247∗∗∗
(-0.273,-0.013) (-0.360,-0.133)
𝑝 = 0.032 𝑝 = 0.00003

technical competence 2.591
(-0.271,5.453)
𝑝 = 0.078

privacy awareness −1.616
(-3.745,0.514)
𝑝 = 0.139

privacy comprehension −0.432∗∗∗ −9.881∗∗∗ −0.346∗∗∗
(-0.729,-0.136) (-14.706,-5.056) (-0.605,-0.088)
𝑝 = 0.005 𝑝 = 0.0001 𝑝 = 0.010

physical control 0.513∗∗∗ 10.738∗∗∗ 0.413∗∗∗
(0.286,0.740) (7.759,13.718) (0.215,0.611)
𝑝 = 0.00002 𝑝 = 0.000 𝑝 = 0.0001

physical feedback 0.083 −1.841 0.109
(-0.199,0.366) (-5.565,1.883) (-0.137,0.356)
𝑝 = 0.564 𝑝 = 0.334 𝑝 = 0.385

LED feedback −0.014 0.466 0.023
(-0.287,0.259) (-3.130,4.062) (-0.215,0.261)
𝑝 = 0.921 𝑝 = 0.800 𝑝 = 0.848

Constant 3.473∗∗∗ 65.598∗∗∗ 2.702∗∗∗
(2.694,4.252) (48.257,82.939) (2.023,3.381)
𝑝 = 0.000 𝑝 = 0.000 𝑝 = 0.000

Observations 261 261 261
R2 0.144 0.274 0.202
Adjusted R2 0.124 0.257 0.183
Residual Std. Error (df = 254) 0.922 12.164 0.804
F Statistic (df = 6; 254) 7.148∗∗∗ 15.986∗∗∗ 10.699∗∗∗

Note: ∗∗p<0.05; ∗∗∗p<0.01
Table 2. Regression Results (main effect) for perceived control, perceived usability, and perceived trust. Control
mechanism has significant effect on perceived control (𝑝 = 1.37𝑒 − 05), perceived usability (𝑝 = 1.55𝑒 − 11),
and perceived trust (𝑝 = 5.68𝑒 − 05).

5.1 Hardware based mechanisms are reliable, coherent and easy to use
It was evident from the open-ended responses of our participants that hardware based control and
feedback mechanisms are more reliable, coherent, easy to use, and provide them with a true sense
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Dependent variable:

Perceived Control Perceived Usability Perceived Trust

(1) (2) (3)

physical control 0.527∗∗ 7.605∗∗∗ 0.433∗∗
(0.125,0.928) (2.160,13.051) (0.070,0.796)
𝑝 = 0.011 𝑝 = 0.007 𝑝 = 0.021

physical feedback −0.087 −3.950 0.040
(-0.494,0.319) (-9.459,1.560) (-0.327,0.408)
𝑝 = 0.674 𝑝 = 0.162 𝑝 = 0.831

LED feedback 0.047 −4.016 −0.031
(-0.357,0.450) (-9.493,1.461) (-0.396,0.335)
𝑝 = 0.822 𝑝 = 0.152 𝑝 = 0.870

physical control:physical feedback 0.131 −0.960 −0.039
(-0.441,0.702) (-8.707,6.786) (-0.556,0.477)
𝑝 = 0.655 𝑝 = 0.809 𝑝 = 0.882

physical control:LED feedback −0.084 8.204∗∗ 0.161
(-0.648,0.481) (0.544,15.864) (-0.350,0.672)
𝑝 = 0.773 𝑝 = 0.037 𝑝 = 0.538

Constant 3.326∗∗∗ 62.913∗∗∗ 2.539∗∗∗
(3.040,3.611) (59.040,66.785) (2.281,2.798)
𝑝 = 0.000 𝑝 = 0.000 𝑝 = 0.000

Observations 261 261 261
R2 0.078 0.173 0.075
Adjusted R2 0.060 0.157 0.057
Residual Std. Error (df = 255) 0.956 12.957 0.864
F Statistic (df = 5; 255) 4.297∗∗∗ 10.678∗∗∗ 4.115∗∗∗

Note: ∗∗p<0.05; ∗∗∗p<0.01
Table 3. Regression Results (interaction effect) for perceived control, perceived usability, and perceived trust.
The interaction between physical control and LED feedback have significant effect (𝑝 = 0.037) on perceived
usability.

of security against unwanted audio recording. For each of our examined construct, we provide
sample quotes from our data to demonstrate the supporting evidence. Out of all the participants
who were presented with hardware based control mechanisms, 68% of them mentioned hardware
based control mechanisms as reliable in their open-ended feedback

Reliability. Comments from our participants highlighted why they found tangible control
mechanisms to be more reliable. The physicality of a hardware switch and its mechanical way of
controlling audio recording were described as the main reasons for higher perceived reliability of
tangible control mechanisms by our participants.

“I believe that this approach is a reliable way of prevention unwanted audio because
the user has to physically do it.” (P16)
“It is very reliable because it disables the hardware in a mechanical way.” (P246)
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“I believe it is reliable. Hardware is always more reliable than software.” (P174)
A sense of security. The responses of our participants highlight that prototypes equipped with

physical control mechanisms provided them with a true sense of security in terms of their privacy
management. Unlike software control mechanisms, physically interacting with a tangible control
mechanism like a hardware switch gave them this sense of security as claimed by P147.

“I can see a feeling of security being given to the user by them having to physically
interact with the assistant, so they’re not stuck wondering if their mute command
worked or not.” (P147)
“It’s relatively easy to do and provides a little bit of a sense of security.” (P162)

Ease of use. From a usability perspective, participants mentioned the use of a physical switch is
easy to understand. They also mentioned that muting a microphone using a physical switch saves
a lot of time compared to going through a number of steps in a software application.

“I found this approach of muting the microphone very easy to use as the process is
intuitive.” (P192)
“The fact that it was done physically made it even easier than navigating a menu or
telling the device to mute.” (P88)

In summary, the responses from our participants provide clear evidence that for muting smart
voice assistants, they preferred tangible control mechanisms such as a physical switch.

5.2 Software based mechanisms are cumbersome, deceptive, and untrustworthy
In general our participants expressed their distrust towards software based control and feedback
mechanisms. For example, P70 was suspicious about software based feedback mechanisms:

“I only trust a hardware switch. I can’t tell [if] this is true [reliable] just because
software says it’s so.” (P70)

The open-ended responses from our participants provided additional insight to why software-
based feedback was not perceived as positively by them. Below, we highlight the main themes
emerging in those comments:

Gender Age Race

Female 101 (38.7%) 18-29 53 (20.3%) White 205 (78.54%)
Male 157 (60.1%) 30-49 165 (63.22%) African-American 20 (7.66%)
Non-binary 3 (1.1%) 50-64 36 (13.8%) Asian 15 (5.74%)

>65 7 (2.68%) Hispanic 6 (2.29%)
Others 15 (5.74%)

Education Device Type Device Usage

PhD 5 (1.92%) Amazon Echo 105 (40.22%) Several times a day 111 (42.5%)
Bachelors 136 (52.1%) Google Home 69 (26.43%) About once a day 40 (15.33%)
Masters 33 (12.64%) Both6 69 (26.43%) Few times a week 63 (24.13%)
Diploma 76 (29.12%) Others 18 (6.89%) Few times a month 29 (11.11%)
Trade-School 7 (2.68%) Few times a year 18 (6.89%)
Other 4 (1.53%)

Table 4. Visual representation of participant demographics.
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Providing a false sense of privacy. In contrast to tangible control and feedback mechanisms,
participants were concerned that software based control mechanisms could fail and hence give
them a false sense of privacy.

“I feel that the app could fail and give a false sense of privacy.” (P135)
It was evident from their responses that they found software based controls not trustworthy. Out
of all the participants who were presented with a software based control mechanism, 48% of them
mentioned software based control mechanisms as untrustworthy in their open-ended feedback.

“Even though it says it is muted, I would always wonder if it is recording as long as it’s
on.” (P219)

Participants said that software based mechanisms may malfunction without any notice and they
preferred hardware based mechanical switches to software switches which align with the findings
of prior work [5].

“The technology may fail without any notice, would need to test each time to actually
trust it and then it still may malfunction.” (P141)
“I wouldn’t trust this. I prefer mechanical switches for these rather than soft[ware]
switches.” (P148)

LEDs can be deceptive. Interestingly, although LED based feedback mechanisms were rated to
be more usable by our participants, many of them were aware that LEDs are not reliable indicators
and reported that they won’t believe the feedback provided by LEDs.

“I am aware that status lights are not reliable indicators of whether a device is active
or not.” (P117)
“I thought the light showing the microphone was off was useful, but I’m not sure I can
believe it is actually turned off.” (P20)

Usability issues. We identified several usability issues with software based control mecha-
nisms from the responses of our participants. For software application based control mechanisms,
users need to navigate through multiple steps using their mobile phone to mute the microphone.
Participants found this process to be cumbersome and complicated as mentioned by P113 and P158.

“Honestly, I think it’s just way too cumbersome. If you really want to mute a device,
unplug it.” (P158)
“I thought it was too complicated; there should be an option on the device itself.”(P113)

Other participants mentioned general usability issues regarding the use of software applications
from another device such as a mobile phone. For example, P107 said that people would be confused
about the muting process of the microphone using a software application.

“I think it will be too confusing for most people. It should not require your mobile
device.” (P107)

Overall, participants were skeptical about the effectiveness of using software based mechanisms
to prevent unwanted audio recording. They also had similar concerns about using LEDs for feedback.

5.3 Desire for on-device, transparent control and feedback mechanisms
The open-ended responses of our participants revealed several sought out properties of control
and feedback mechanisms in smart devices. Next, we present some of the important properties
identified during the analysis.

On-device and easy to access mechanisms. We found that participants preferred to have on-
device control mechanisms. They also wanted to have feedback about the device’s state from the
device itself rather than depending on some other mechanism. Participants doubted the reliability of
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controlling the microphone using software applications and clearly asked for on-device controlling
mechanisms.

“I would only consider muting the device directly from the device to be reliable.”(P144)
“I don’t like that I have to use my phone, it makes me feel like this device is able to
sync with my phone and invade my privacy. I want to be able to mute it just using the
device.” (P105)

Other participants were not sure about the reliability of the prototypes as the feedback about the
devices’ states were not provided from within the devices.

“I am not sure [of its reliability], because the device itself does not show that it is muted.
If it did I might believe it for sure.” (P253)
“No [not reliable], I need confirmation from the actual listening device.” (P43)

Another issue was the ease of accessing controlling mechanisms. Instead of obscured mechanisms,
they wanted controlling mechanisms that are easy to find. They rated prototypes with easily
accessible controlling mechanisms to be more reliable.

“Rather than hide the mute option behind layers and steps of menus, by putting the
slider button right at the top right of the screen, it is easy to access, and you could tell
someone else how to do it in one step.” (P176)
“I believe it’s reliable, they have it there that way it’s easier to find and mute it that
way instead of unplugging the device.” (P120)

Transparent and self explanatory. Transparency was a commonly sought out property among
our participants. While talking about the hardware based feedback mechanism, they mentioned
seeing the microphone get physically disconnected gave them peace of mind.

“The clear plastic window showing the microphone being physically disconnected
brings a little more peace of mind.” (P87)
“I think it is very reliable because it is transparent. I can see for myself that the mic is
definitely not connected.” (P29)

Along with transparency, participants also liked the prototypes that had easy to use control
mechanisms and self-explanatory feedback mechanisms.

“[I like it because] It is very self-explanatory and the graphics displayed on the button
are very helpful.” (P29)
“I think it’s reliable as it gives you an easier way to control what the mic hears or
doesn’t hear.” (P63)

I am the master of my device. One interesting finding was participants’ wish to exert physical
control over their devices by themselves. They liked the use of physical push button as it allows
them to take the device’s control into their own hand. They rated the prototypes with physical
control mechanism as reliable because they could mute the microphone on their own instead of
using or relying on any software application.

“Rather than relying on the machine to automatically mute the microphone, I can do it
myself with the push of a button.” (P4)
“I think this is reliable because I am physically disabling the device/microphone and
not relying on the software/AI to mute the microphone.” (P68)

In summary, our findings point to participants’ desire of having devices that provide feedback
and control mechanisms which are clear to understand and easy to manipulate, thereby giving
them a sense of agency over their devices.

Proc. ACM Hum.-Comput. Interact., Vol. 1, No. CSCW2, Article . Publication date: April 2022.



20 Imtiaz Ahmad, Taslima Akter, Zachary Buher, Rosta Farzan, Apu Kapadia, and Adam J. Lee

6 DISCUSSION
We discuss a) the effectiveness of tangible control and feedback mechanisms on usability and user’s
sense of agency, b) the consistency of our results with paradoxical behavior noted in past literature,
c) the relationship between usability and privacy, and d) limitations of our study.

6.1 Tangible Control vs. Feedback
An important theme identified in our qualitative analysis is that users want to be in total control of
their devices. This theme is related to the idea of users’ ‘sense of agency’, which is defined as the
experience of being in control of one’s own device [61]. In general, it has been shown that users
have a strong desire to feel they are in charge of their device, and their interactions with devices
also increase when they feel like they are in control of their devices [91]. Limerick et al. found
that hardware based interaction increases users’ sense of agency compared to other modalities
of interaction [61]. Based on our findings that hardware control mechanisms improve usability
and perceived trust, we recommend that future designs of smart voice assistants should indeed
incorporate tangible control mechanisms to provide users with an increased sense of agency over
their privacy.

Interestingly, we found our feedback mechanisms did not have any significant effect on perceived
reliability, trust, or risk perception of the device. This is an interesting finding considering that prior
studies have shown that people expect visual feedback [19, 30] from digital devices, and according
to Norman [70] feedback about the internal operations of systems is essential for raising awareness,
reassurance, and anticipation of further actions among the users. Looking at our open-ended
responses we found interestingly, whenever participants mentioned different types of feedback
mechanisms, they were not thinking about the impact of the feedback mechanism on the reliability
of the device. Rather, they discussed its impact on the usability of the device (e.g., whether it was
easy to interpret, placed in a convenient location, and so on). For example, regarding the LED based
feedback mechanism, P47 said, “The LED makes it easier from a glance or farther away to tell if it’s
muted or not”. One explanation could be in the survey scenario, participants were allowed to use
the control mechanisms of the prototype and thus focused on the control mechanisms in terms of
assessing the reliability of the prototype. Although, device owners may not need feedback based
on the (reliable) control mechanisms used, it may be difficult for visitors, who due to social norms
cannot control devices owned by hosts to assess whether a microphone is, indeed, ‘off’ based on
visual inspection only. Thus, we posit that in addition to using LED based feedback, devices need to
incorporate feedback mechanisms that tangibly communicate the device’s state to all the occupants
in the vicinity.
In general, our findings indicate that people prefer on-device tangible control mechanisms to

disable the microphone, which is inline with prior work [103]. ‘Showing’ users a physical hardware
disconnect did not appear to provide any additional trust than other mechanisms, indicating that
users assume physical buttons are more reliable. Therefore a key design challenge for incorporating
tangible control mechanisms in future smart voice assistants is that these buttons need to have
reliable disconnects, in a way that is verifiable by either users or other experts. More thought is
needed on how to provide strong assurances to users that a hardware disconnect has taken place.
The lack of trust with current designs stems from confusion over what these switches actually
do [60].

6.2 Hardware Switches and The Control Paradox
We see evidence of the ‘control paradox’ in our findings. The control paradox refers to the phe-
nomenon where people are willing to take on more risks or judge risks as less severe when they
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feel they are in control [94] (the feeling of being in control can obscure the underlying associated
risks). For example, although driving is objectively riskier than flying, people consider driving safer
than flying because they feel more in control while driving a car. In the context of privacy, when
people perceive more control over the release of private information they are more likely to share
information with others [14, 46, 77].

In linewith the control paradox, our results show a negative correlation between perceived control
and risk perception of the prototypes. One interpretation of this observation relates to the effect of
uncertainty on risk perception. Uncertainty is considered as a key construct of risk [10, 93]; with
the provided on-device tangible physical controls, our participants might have felt less uncertainty
around the outcomes of their actions (e.g., muting the microphone with high assurance), hence
they were more likely to perform the actions – disregarding the risk of negative outcomes. Prior
studies has shown the lack of control points to lack of certainty in the context of behavioral
trust [35]. In our context, providing tangible control mechanisms might have reduced the existing
uncertainty/ambiguity about a prototype’s state (whether it is actually off) which is considered to
be a key property of tangible privacy [5], and hence, our participants might have considered the
prototypes to be less risky.
On the one hand, it may be the case that improved controls provide enhanced privacy by

decreasing uncertainty of when the device can and cannot record. At a minimum, therefore, devices
should be designed so that the controls match the users’ mental models of the controls – a tangible
switch should reliably mute the microphone. On the other hand, with reliably designed controls,
users might take on more risks and use these devices in unsafe ways (e.g., leaving them unmuted in
sensitive environments and situations). Future studies will need to examine such possible behaviors
and the resulting implications.

6.3 Tangible Control Mechanisms: Both Usable and Privacy Enhancing
We find an interesting relationship between usability and hardware based tangible control mech-
anisms. There is evidence that providing more attention to privacy and security can result in
decreased usability [42]. However, in our study, we found that switching from software based
control mechanisms to hardware based mechanisms not only significantly increased usability but
also enhanced participants’ sense of privacy in the context of eavesdropping. In particular, we found
that the use of physical control mechanisms significantly reduced participants’ perceptions of the
risk of being eavesdropped, showing the use of tangible control mechanisms does not necessarily
represent a trade-off between usability and privacy.
Another important implication of our study is its contribution towards the Privacy by Design

(PbD) approach [20] for smart voice assistants. As IoT devices are becoming increasingly ubiquitous,
PbD has been advocated and recommended by several studies as a means of preserving user
privacy [58, 75]. Prior research has proposed several frameworks to integrate PbD into the design
space of IoT devices [3, 43, 80]. Our study advances this body of work by designing prototypes
that are in line with the key recommendations of PbD. In particular, tangible control mechanisms
provide proactive privacy measures that can be embedded into the design space of voice assistants [20,
p. 2-3]. Moreover, assured feedback mechanisms provide visibility and transparency about the effect
of the control mechanisms to the users [20, p. 4]. Overall, we hope our prototypical designs and the
findings of our statistical analysis will nudge device manufacturers towards considering hardware
based mechanisms (beyond software based mechanisms) for providing PbD in the context of smart
voice assistants.
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6.4 Limitations
Virtual prototypes [99] are an important step in the design process. As mentioned earlier, virtual
prototyping has been shown to be a valid method for assessing the usability of potential designs
(including tangible design prototypes) [21]. They also provide savings in time and cost, especially
in the context of avoiding burdensome costs for hardware and software development earlier in the
design process [21, 99]. Nevertheless, virtual prototypes do not recreate the entire experience and
thus ‘final’ designs would still need to be studied through hardware prototypes. Thus our results
should be considered an important step in the design of tangible privacy interfaces, but not the final
word. Our findings showing that physical control mechanisms are privacy enhancing should be
interpreted in the context of participants’ risk perceptions of the prototypes (i.e., applying physical
control mechanisms makes the prototypes feel less risky to people in terms of eavesdropping). Pri-
vacy as a larger concept encompasses a range of phenomenological aspects [71] and our dependent
variables do not capture all aspects of privacy.

Our participants were crowd workers recruited on Amazon Mechanical Turk [17]. Although
prior works suggest that data collected from Amazon MTurk is reflective of real-world behavior
in different contexts [32], we acknowledge that the population is not representative of the U.S.;
studies have found that MTurkers differ from the U.S. population in terms of their age, education,
and privacy concerns [54, 82]. Although usability testing was performed online, and the quality of
results from tests on MTurk might not be as good as lab based testing, prior work has validated
online crowd-based approaches as a viable platform for usability testing [62]. Finally, our focus on
the U.S. population also means that our results may not generalize to other countries, and further
work is needed to understand how other cultures interpret tangible designs.

7 CONCLUSIONS
With their embedded cameras and microphones, smart voice assistants have the potential to invade
our privacy. Although people can be assured of their privacy by physically covering or obscuring
cameras, no clear solutions exist to assure people that embedded microphones are indeed ‘off’ and
not listening. Prior work has suggested that providing this sense of ‘tangible privacy’ to people in
the vicinity of smart voice assistants would need physical controls that mute the microphone as
well as provide assured feedback that the microphone is indeed disconnected. We conducted a user
study (N=261) to evaluate various design combinations of smart voice assistants, offering hardware
vs. software controls and different approaches for assured feedback about the microphone’s state
(e.g., showing the physical disconnection of the microphone).

Our first major finding is that a tangible, physical control to mute/unmute devices provides
a statistically significant increase in people’s perceptions of reliability, trust (and reduced risk),
usability, and control of the device. Thus it seems clear that future designs of smart voice assistants
should use a tangible control, i.e., a hardware based switch, to mute the microphone.
Our second major finding is that, interestingly, the tested feedback mechanisms, i.e., how the

devices communicate their on/off state to the users, did not have any statistically significant
influence on any of the constructs. Thus it appears that users are trusting of hardware based
switches and even showing the physical disconnection of the microphone was not more trustworthy
than software or LED indicators. Thus, a major design implication is that a large amount of
responsibility lies on device manufacturers. Device manufacturers need to ensure their designs do
indeed disconnect the microphones at a hardware level to be in line with people’s expectations, since
this functionality appears to be assumed. Explanations from our survey participants indicate a
preference for physical feedback (e.g., seeing the microphone get disconnected) and LED based
feedback, so these mechanisms should not be removed; even though one may not be preferred
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over the other, feedback is expected. In general, the use of software applications (for control and
feedback) is perceived as unreliable and untrustworthy by our participants.

The third major contribution of our study is providing the research community with quantitative
evidence regarding the effectiveness of tangible privacy mechanisms in protecting both user privacy
and enhancing usability in the context of smart voice assistants with embedded microphones. Thus,
tangible privacy mechanisms do not represent a usability-privacy trade-off.
In conclusion, we recommend that smart voice assistants should provide users with tangible

(physical) mechanisms for controlling microphones and note that device manufacturers are en-
trusted to disconnect the microphone at the physical level. However, further studies are needed
to more suitably convey feedback about the connection state to users. Although some do find the
approach useful, showing users the disconnected microphone did not appear to improve overall
trust any more than LED- or software-based approaches, and thus there is room for exploring other
novel approaches for assured feedback.
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A APPENDIX
A.1 UsabilityQuestionnaire

• U1: I would frequently use this approach to mute the microphone.
• U2: I found this approach to mute the microphone unnecessarily complex.
• U3: I think this approach to mute the microphone is easy to use.
• U4: I would need the support of a technical person to be able to use this approach to mute
the microphone.

• U5: I found the various functions/parts to mute the microphone work well together.
• U6: I found there was too much inconsistency in various function/parts in this approach of
muting the microphone.

• U7: I believe that most people would learn to use this approach to mute the microphone very
quickly.

• U8: I found this approach to mute the microphone very cumbersome to use.
• U9: I would feel very confident when using this approach to mute the microphone.
• U10: I would need to learn a lot of things before I could get going with this approach to mute
the microphone.
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A.2 Perceived ReliabilityQuestionnaire
• PR1: By just looking at the device, I can tell whether the microphone is muted or unmuted.
• PR2: This is a reliable approach of controlling (muting/unmuting) the microphone.
• PR3: Using this approach to mute the microphone, I can rely on the device to not record me.

A.3 TrustQuestionnaire
• T1: This approach of muting the microphone is deceptive and misleading, it can lead me to
believe that the device is not recording while it’s actually recording.

• T2: Even if I mute the microphone using this approach, the device could behave in an
underhanded manner by recording unwanted audio.

• T3: Even if I mute the microphone using this approach, I would be suspicious of the device’s
actions (whether it is recording or not).

• T4: I am skeptical of the visual information provided by this approach of muting the micro-
phone.

• T5: I am confident that this approach mutes the microphone and prevents unwanted audio
recording.

• T6: This approach of muting the microphone provides security against unwanted audio
recording.

• T7: This approach of muting the microphone is dependable in preventing unwanted audio
recording.

• T8: I can trust this approach of muting the microphone for preventing unwanted audio
recording.

A.4 Perceived ControlQuestionnaire
• C1:With this approach of muting the microphone, I feel I am in control of any recordings by
this device.

• C2: With this approach of muting the microphone, I am able to stop audio recording on my
own without relying on the device to do so.

A.5 Risk PerceptionQuestionnaire
• R1: Even if I mute the microphone using this approach, I would feel unsafe having a private
conversation around this device.

• R2: Even if I mute the microphone using this approach, I feel there could be negative
consequences (e.g. unintended recording) while having a conversation around this device.

• R3:When I mute the microphone using this approach, I feel I must be cautious when having
a private conversation around this device.

• R4: When I mute the microphone using this approach, I feel it would be risky to have a
private conversation around this device.

A.6 Technical CompetenceQuestionnaire
• Usually, I successfully cope with technical problems.
• Even if I face problems while coping with technical problems, I continue working on them.
• I really enjoy cracking technical problems.
• Up to now I managed to solve most of the technical problems, therefore I am not afraid of
them in future.

• I better keep my hands off technical devices because I feel uncomfortable and helpless about
them.
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• Technical devices are often not transparent (i.e., easy to understand) and difficult to handle.
• When I solve a technical problem successfully, it mostly happens by chance.
• Most technical problems are too complicated to deal with them.

A.7 Privacy AwarenessQuestionnaire
• I follow the news and developments about privacy issues and privacy violations.
• I cannot comprehend the relevance of the issue of privacy because I do not care about it.
• I pay closer attention to privacy issues and privacy violations since they have become so
prominent in the media.

A.8 Privacy Self-efficacyQuestionnaire
• I know most privacy settings of the devices I use.
• Because I have had no problems with privacy settings so far, I am confident for future privacy
tasks.

• I do not read privacy policies because I do not understand them.
• I always change my privacy settings when I start using a new device.
• I always change my privacy settings when I start using a new app.
• I feel helpless with privacy settings and measures, so I do not change anything.

A.9 Privacy PreferenceQuestion
• Are you a private person who keeps to yourself or an open person who enjoys sharing with
others? 1) Very private . . . 7) Very open.

A.10 Open EndedQuestions
• Did you find this approach of muting the microphone easy to use (or not)? Briefly explain
why.

• Do you think this approach is a reliable (or not reliable) way of preventing unwanted audio
recordings? Briefly explain why.

• Briefly explain some of the features of this approach of muting the microphone that you
liked (or disliked).

A.11 Underlying Factors: Privacy Confidence
• PC1: I know most privacy settings of the devices I use.
• PC2: Because I have had no problems with privacy settings so far,I am confident for future
privacy tasks.

• PC3: Are you a private person who keeps to yourself or an open person who enjoys sharing
with others?

A.12 Underlying Factors: Privacy Vigilance
• PV1: I always change my privacy settings when I start using a new device.
• PV2: I always change my privacy settings when I start using a new app.

A.13 Underlying Factors: Privacy Awareness
• PA1: I follow the news and developments about privacy issues and privacy violations.
• PA2: I pay closer attention to privacy issues and privacy violations since they have become
so prominent in the media.
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A.14 Underlying Factors: Privacy Comprehension
• PComp1: I do not read privacy policies because I do not understand them.
• PComp2: I feel helpless with privacy settings and measures, so I do not change anything.
• PComp3: I cannot comprehend the relevance of the issue of privacy because I do not care
about it.

Table 5. Factor loading for scale items of Underlying Privacy Factors.

Construct Item Factor Loading

Privacy Confidence
PC1 0.486
PC2 0.358
PC3 0.470

Privacy Vigilance PV1 0.952
PV2 0.866

Privacy Awareness PA1 0.863
PA2 0.832

Privacy Comprehension
PComp1 0.353
PComp2 0.747
PComp3 0.681
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Table 6. Factor loading for scale items of Dependent Variables.

Construct Item Factor Loading

Perceived Usability

U1 0.591
U2 -0.890
U3 0.861
U4 -0.345
U5 0.744
U6 -0.744
U7 0.687
U8 -0.832
U9 0.471
U10 -0.447

Perceived Reliability
PR1 0.572
PR2 0.864
PR3 0.826

Perceived Trust

T1 -0.755
T2 -0.864
T3 -0.867
T4 -0.842
T5 0.883
T6 0.825
T7 0.780
T8 0.918

Perceived Control C1 1.00
C2 1.00

Risk Perception

R1 0.95
R2 0.87
R3 0.88
R4 0.87

Proc. ACM Hum.-Comput. Interact., Vol. 1, No. CSCW2, Article . Publication date: April 2022.



32 Imtiaz Ahmad, Taslima Akter, Zachary Buher, Rosta Farzan, Apu Kapadia, and Adam J. Lee

Table 7. Regression Results (main effect) for perceived reliability, and risk perception

Dependent variable:

Perceived Reliability Risk Perception
(1) (2)

technical competence −0.218∗∗
(-0.434,-0.002)
𝑝 = 0.049

privacy comprehension −0.214∗∗ 0.433∗∗
(-0.424,-0.005) (0.066,0.800)
𝑝 = 0.047 𝑝 = 0.022

privacy confidence 0.402∗∗∗ −0.719∗∗∗
(0.175,0.628) (-1.038,-0.400)
𝑝 = 0.001 𝑝 = 0.00002

privacy vigilance −0.149∗∗∗ 0.309∗∗∗
(-0.241,-0.057) (0.165,0.454)
𝑝 = 0.002 𝑝 = 0.00004

privacy awareness 0.193∗∗
(0.014,0.373)
𝑝 = 0.037

physical control 0.424∗∗∗ −0.489∗∗∗
(0.264,0.584) (-0.715,-0.264)
𝑝 = 0.00000 𝑝 = 0.00003

physical feedback 0.068 −0.125
(-0.131,0.268) (-0.406,0.155)
𝑝 = 0.504 𝑝 = 0.382

LED feedback 0.112 −0.013
(-0.081,0.304) (-0.283,0.257)
𝑝 = 0.259 𝑝 = 0.926

Constant 2.564∗∗∗ 2.702∗∗∗
(2.014,3.115) (1.335,4.069)
𝑝 = 0.000 𝑝 = 0.0002

Observations 261 261
R2 0.184 0.263
Adjusted R2 0.164 0.239
Residual Std. Error 0.652 (df = 254) 0.913 (df = 252)
F Statistic 9.516∗∗∗ (df = 6; 254) 11.231∗∗∗ (df = 8; 252)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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