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1. Introduction

Advances in mathematics and physics have often occurred together. The development of Newton’s
theory of mechanics and the simultaneous development of the techniques of calculus constitute a classic
example of this phenomenon. However, as mathematics and physics have become increasingly speci-
alized over the last several decades, a formidable language barrier has grown up between the two. It is
thus remarkable that several recent developments in theoretical physics have made use of the ideas and
results of modern mathematics and, in fact, have elicited the direct participation of a number of
mathematicians. The time therefore seems ripe to attempt to break down the language barriers between
physics and certain branches of mathematics and to re-establish interdisciplinary communication (see.
for example, Robinson [1977]; Mayer [1977]).

The purpose of this article is to outline various mathematical ideas, methods, and results, primarily from
differential geometry and topology, and to show where they can be applied to Yang-Mills gauge theories
and Einstein’s theory of gravitation.

We have several goals in mind. The first is to convey to physicists the bases for many mathematical
concepts by using intuitive arguments while avoiding the detailed formality of most textbooks. Although
a variety of mathematical theorems will be stated, we will generally give simple examples motivating the
results instead of presenting abstract proofs.

Another goal is to list a wide variety of mathematical terminology and results in a format which
allows easy reference. The reader then has the option of supplementing the descriptions given here by
consulting standard mathematical references and articles such as those listed in the bibliography.

Finally, we intend this article to serve the dual purpose of acquainting mathematicians with some
basic physical concepts which have mathematical ramifications; physical problems have often stimulated
new directions in mathematical thought.
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1.1. Gauge theories

By way of introduction to the main text, let us give a brief survey of how mathematicians and
physicists noticed and began to work on certain problems of mutual interest. One crucial step was taken
by Yang and Mills [1954] when they introduced the concept of a non-abelian gauge theory as a
generalization of Maxwell’s theory of electromagnetism. The Yang-Mills theory involves a self-
interaction among gauge fields, which gives it a certain similarity to Einstein’s theory of gravity
(Utiyama [1956]). At about the same time, the mathematical theory of fiber bundles had reached the
advanced stage described in Steenrod’s book (Steenrod [1953]) but was generally unknown to the
physics community. The fact that Yang-Mills theories and the affine geometry of principal fiber bundles
are one and the same thing was eventually recognized by various authors as early as 1963 (Lubkin
[1963]; Hermann [1970]; Trautman [1970]), but few of the implications were explored. The potential
utility of the differential geometric methods of fiber bundles in gauge theories was pointed out to the
bulk of the physics community by the paper of Wu and Yang [1975]. For example, Wu and Yang
showed how the long-standing problem of the Dirac string for magnetic monopoles (Dirac [1931]) could
be resolved by using overlapping coordinate patches with gauge potentials differing by a gauge
transformation; for mathematicians. the necessity of using coordinate patches is a trivial consequence of
the fact that non-trivial fiber bundles cannot be described by a single gauge potential defined over the
whole coordinate space.

Almost simultaneously with the Wu-Yang paper, Belavin, Polyakov, Schwarz and Tyupkin [1975]
discovered a remarkable finite-action solution of the Euclidean SU(2) Yang-Mills gauge theory, now
generally known as the “instanton” or, sometimes, the “‘pseudoparticle’”. The instanton has self-dual or
anti-dual field strength and carries a non-vanishing topological quantum number; from the mathemati-
cal point of view, this number is the integral of the second Chern class, which is an integer
characterizing the topology of an SU(2) principal fiber bundle. 't Hooft [1976a, 1977] recognized that the
instanton provided a mechanism for breaking the chiral U(1) symmetry and solving the long-standing
problem of the ninth axial current, together with a possible mechanism for the violation of CP
symmetry and fermion number.

Another important consequence of the instanton is that it revealed the existence of a periodic
structure of the Yang-Mills vacua (Jackiw and Rebbi [1976b]; Callan, Dashen and Gross [1976]). The
instanton action gives the lowest order approximation to the quantum mechanical tunneling amplitude
between these states. The true ground state of the theory becomes the coherent mixture of all such
vacuum states.

Following the BPST instanton, which had topological index =1 for self-dual or anti-dual field
strength, Witten [1977], Corrigan and Fairlie [1977], Wilczek [1977], 't Hooft [1976b] and Jackiw, Nohl
and Rebbi [1977] found ways of constructing ‘“‘multiple instanton” solutions characterized by (anti)-self-
dual field strength and arbitrary integer topological index +k. At this point, the question was whether or
not the parameter space of the k-instanton solution was exhausted by the (Sk +4) parameters of the
Jackiw-Noh!-Rebbi solution (for k =1 and k =2, the number of parameters reduces to 5 and 13,
respectively). The answer was provided both by mathematicians and physicists. Schwarz [1977] and
Atiyah, Hitchin and Singer [1977] used the Atiyah-Singer index theorem [1968] to show that the
parameter space was (8k — 3)-dimensional. The same result was found by Jackiw and Rebbi [1977] and
Brown, Carlitz and Lee [1977] using physicists’ methods. It was also noted that the Dirac equation in
the presence of the k-(anti)-instanton field would have k zero frequency modes of chirality =1.
Physicists’ arguments leading to this result were found by Coleman [1976], who integrated the local
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equation for the Adler-Bell-Jackiw anomaly (Adler [1969]; Bell and Jackiw [1969]). The number of
parameters for self-dual Yang-Mills solutions for general Lie groups was worked out by Bernard.
Christ, Guth and Weinberg [1977] and by Atiyah. Hitchin and Singer [1978]. It became apparent that
the same class of problems was being attacked simultaneously by mathematicians and physicists and
that a new basis existed for mutual discourse.

The attention of the mathematicians was now drawn to the problem of constructing Yang-Mills
solutions with index k which exhausted the available free parameters for a given gauge group. The first
concrete steps in this direction were taken by Ward [1977] and by Atiyah and Ward [1977] who adapted
Penrose’s twistor formalism to Yang-Mills theory to show how the problem could be solved. Atiyah,
Hitchin, Drinfeld and Manin [1978] then used a somewhat different approach to give a construction of
the most general solutions with self-dual field strength. The remarkable fact about this construction is
that powerful tools of algebraic geometry made it possible to reduce the non-linear Yang-Mills
differential equations to linear algebraic equations. The final link in the chain was provided by
Bourguignon, Lawson and Simons [1979], who showed that, for compactified Euclidean space-time, all
stable finite action solutions of the Euclidean Yang-Mills equations have self-dual field strength. Thus
all stable finite action solutions of the Euclidean Yang-Mills equations are, in principle, known.

Finally, we note an interesting parallel development concerning the choice of gauge in a Yang-Mills
theory. Gribov [1977, 1978] and Mandelstam [1977] noticed that the traditional Coulomb gauge choice
does not determine a unique gauge potential; there exist an infinite number of gauge-equivalent fields
all obeying the Coulomb gauge condition. The gauge-choice ambiguity can be avoided if the underlying
space-time is a flat space (see. e.g., Coleman [1977]). However. Singer [1978a] showed that the Gribov
ambiguity was incurable if he assumed a compactified Euclidean space-time manifold. Singer’s cal-
culation introduced powerful methods for examining the functional space of the path-integral using the
differential geometry of infinite-dimensional fiber bundles; the exploitation of such techniques may
eventually lead to a more satisfactory understanding of the path integral approach to the quantization of
gauge theories.

1.2. Gravitation

The methods of differential geometry have always been essential in Einstein’s theory of gravity (see,
e.g., Trautman [1964]; Misner, Thorne and Wheeler [1973]). However, the discovery of the Yang-Mills
instanton and its relevance to the path integral quantization procedure led to the hope that similar new
approaches might be used in quantum gravity. The groundwork for the path integral approach to
quantum gravity was laid by De Witt [1967a,b,c]. Prescriptions were subsequently developed for giving
an appropriate boundary correction to the action (Gibbons and Hawking [1977]) and for avoiding the
problem of negative gravitational action (Gibbons, Hawking and Perry [1978]).

The problem was then to determine which classical Euclidean Einstein solutions might be important
in the gravitational path integral and which, if any, might play a physical role similar to that of the
Yang-Mills instanton. The Euler-Poincaré characteristic y and the signature 7 were identified by
Belavin and Burlankov [1976] and by Eguchi and Freund [1976] as gravitational analogs of the
Yang-Mills topological index k. Eguchi and Freund went on to suggest the Fubini-Study metric on-
two-dimensional complex projective space as a possible gravitational instanton, but the absence of
well-defined spinors on this manifold lessens its appeal. Hawking [1977] then proposed a Euclidean
Taub-NUT metric with self-dual curvature as a gravitational instanton, and furthermore presented a
new multiple-center solution reminiscent of the k>1 Yang-Mills solutions. However, Hawking’s
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metrics had a distorted asymptotic behavior at infinity and, in fact, resembled magnetic monopoles
more than instantons. It was also noted by Eguchi, Gilkey and Hanson {1978], by Rémer and Schroer
[1977] and by Pope [1978] that special care was required to compute the topological invariants for
manifolds with boundary, such as those Hawking considered; here, the Atiyah-Patodi-Singer index
theorem [1973, 1975a,b, 1976] with boundary corrections was applied to the study of physical questions
arising in quantum gravity.

Starting from the idea that since the Yang-Mills instanton potential is asymptotically a pure gauge, a
gravitational instanton should have an asymptotically flat metric, Eguchi and Hanson [1978] derived a
new Euclidean Einstein metric with self-dual curvature which seems to be the closest gravitational
analog of the Yang-Mills instanton. Although this metric is asymptotically flat, the manifold’s boundary
at infinity is not the three-sphere of ordinary Euclidean space, but is a three-sphere with opposite points
identified (Belinskii et al. [1978]). Essentially this same metric was found independently by Calabi [1979]
as the solution to an abstract mathematical problem. Gibbons and Hawking [1978] subsequently
realized that this metric was the first of a class of metrics found by making a simple modification to
Hawking’s original multicenter metric (Hawking [1977]). The metrics in this new class are all asymp-
totically locally Euclidean: they are asymptotically flat, but the boundaries are three-spheres with points
identified under the action of some discrete group. The manifolds described by these metrics are
distinguished by the signature 7, which takes on all integer values and plays the role of the Yang-Mills
index k. An explicit construction by Hawking and Pope [1978b] and an index theory calculation by
Hanson and Rémer [1978] show that the metrics with signature 7 give a spin 3/2 anomaly 27, but do not
contribute at all to the spin 1/2 axial anomaly as did the Yang-Mills index k. This distinction appears to
have its origins in the existence of supersymmetry. Hitchin [1979] has now discussed further generaliza-
tions of these metrics and pointed out the existence of complex algebraic manifolds whose asymptotic
boundaries are three-spheres identified under the action of all possible groups. He has also suggested
that these manifolds may admit metrics with self-dual curvatures. These manifolds appear to exhaust
the class of asymptotically locally Euclidean Einstein solutions with self-dual curvature, and thus
provide a complete classification of this type of gravitational instanton. In principle, the Penrose
construction can be used to find the self-dual metrics on each of these manifolds, so that the
gravitational problem is nearing the same degree of completeness that exists for the Yang-Mills theory.

1.3. Outline

In the main body of this article, we will attempt to provide a physicist with the mathematical ideas
underlying the sequence of discoveries just described. In addition, we wish to provide a mathematician
with a feeling for some of the physical problems to which mathematical methods might apply. In section
2, we introduce the basic concepts of manifolds and differential forms, and then discuss the elements of
de Rham cohomology. In section 3, we consider Riemannian geometry and explain the relationship
between classical tensor analysis and modern differential geometric notation. Section 4 is devoted to an
exposition of the geometry of fiber bundles. We introduce the concepts of connections and curvatures
on fiber bundles in section 5 and give some physical examples. In section 6, we develop the theory of
characteristic classes, which are the topological invariants used to classify fiber bundles. The Atiyah-
Singer index theorem for manifolds without boundary is discussed in section 7. The generalization of
the index theorem to manifolds with boundary is presented in section 8. Section 9 contains a brief
discussion of Yang-Mills instantons and a list of mathematical results relevant to Yang-Mills theories,
while section 10 treats gravitational instantons and gives a list of mathematical results associated with
gravitation.
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A number of basic mathematical formulas are collected in the appendices, while the bibliography
contains suggestions for further reading.

Due to limitations of time and space, we have not been able to provide detailed treatments of a
number of interesting mathematical and physical topics; brief discussions of some such topics are given
in sections 9 and 10. We also note that many of the “mathematical” results we present have also been
discovered by physicists using different methods of calculation; we have made no attempt to treat in
detail these alternative derivations, but refer the reader instead to the bibliography for appropriate
review articles elaborating on the conventional physical approaches.

:2. Manifolds and differential forms

Manifolds are generalizations of the familiar ideas of lines, planes and their higher dimensional
analogs. In this section, we introduce the basic concepts of manifolds, differential forms and de Rham
cohomology (see, for instance, Flanders [1963]). Various examples are given to show how these tools
can be used in physical problems.

2.1. Definition of a manifold

A real (complex) n-dimensional manifold M is a space which looks like a Euclidean space R"(C")
around each point. More precisely, a manifold is defined by introducing a set of neighborhoods U,
covering M, where each U, is a subspace of R"(C"). Thus, a manifold is constructed by pasting together
many pieces of R*(C").

In fig. 2.1, we show some examples of manifolds in one dimension: fig. 2.1a is a line segment of R',
the simplest possible manifold. Figure 2.1b shows the circle S'; this is a non-trivial manifold which
requires at least two neighborhoods for its construction. Figure 2.2 shows some spaces which are not
manifolds: no neighborhood of a multiple junction looks like R".

Examples 2.1
Let us discuss some of the typical n-dimensional manifolds which we will encounter.

1. R" itself and C" itself are the most trivial examples. These are noncompact manifolds.
2. The n-sphere $" defined by the equation

=c?, ¢ = constant. 2.1)

The “zero-sphere” S° is just the two points x = +¢. S is a circle or ring and S? is a sphere like a
balloon.

(a)

w OO —~ X o

Fig. 2.1. One-dimensional manifolds: (a) is a line segment of R'. Fig. 2.2. One-dimensional spaces which are not manifolds. The con-
(b) shows the construction of S' using two neighborhoods. dition that the space looks locally like R' is violated at the junctions.
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3. Projective spaces. Complex projective space, P,(C), is the set of lines in C"*' passing through the
origin. If z =(zq.. .., z,)#0, then z determines a complex line through the origin. Two points z, z'
determine the same line if z = ¢z’ for some ¢# 0. We introduce the equivalence relation z = z" if there
is a non-zero constant such that z =cz’; P,(C) is C**' — {0} modulo this identification.

We define neighborhoods U, in P, (C) as the set of lines for which z, # 0 (this condition is unchanged
by replacing z by a scalar multiple). The ratio z;/z, = czi/cz, is well-defined on U,. Let

{Ek):z,'/zk on Uk

and (%= (%, . .., %) where we omit £’ = 1. This gives a map from U, to C" and defines complex
coordinates on U,. We see that

i Zi Z _
(=22 gy
J

is well-defined on U, NU,. The (n+1) z’s are “homogeneous coordinates” on P,(C). Later we will
show that the z,’s can be regarded as sections to a line bundle over P,(C). The n {*”s defined in each
U, are local “inhomogeneous coordinates”.

Real projective space, P,(R), is the set of lines in R"*' passing through the origin. It may also be
regarded as the sphere $” in R"*' where we identify antipodal points. (Two unit vectors x, x' determine
the same line in R"*" if x = *x’))

Remark: P,(C)=S* and P5(R)=SO(3).

4. Group manifolds are defined by the space of free parameters in the defining representation of a

group. Several group manifolds are easily identifiable with simple topological manifolds:

(a) Z, is the group of addition modulo 2, with elements (0, 1); Z, may also be thought of as the group

generated by multiplication by (—1), and thus has elements +1. This latter representation shows
its equivalence to the zero-sphere,

Zz = SO.

(b) U(1) is the group of multiplication by unimodular complex numbers, with elements e*. Since §,
0= 6 <27 parametrizes a circle, we see that

ua=Ss'.
(c) SU(2). A general SU(2) matrix can be written as
= [ a b]
-b ayl

where a = x, +ix,, b = x5 +ix,, bar denotes complex conjugation and

4
detu =|al*+|p=> x?=1.
=1
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Hence we can identify the parameter space of SU(2) with the manifold of the three-sphere S°
SUQ)=S".

(d) SO(3). 1t is well-known that SU(2) is the double-covering of SO(3), so that SO(3) can be written
as the manifold

SO(3) = SUQ2)/Z- = P:(R)

where P;(R) is three-dimensional real projective space.

Boundary of a manifold. The boundary of a line segment is the two end points; the boundary of a
disc is a circle. Thus we may, in general, determine another manifold of dimension (n — 1) by taking the
boundary of an n-manifold. We denote the boundary of a manifold M as oM.

Note: The boundary of a boundary is always empty, ddM = 4.

Coordinate systems. One of the important themes in manifold theory is the idea of coordinate
transformations relating adjacent neighborhoods. Suppose we have a covering {U;} of a manifold M and
some coordinate system ¢, in each neighborhood U.. ¢, is a mapping from U; to R". Then we need to
know how to relate two coordinate systems ¢, and ¢; in the overlapping region U, N U;, the shaded
area in fig. 2.3. The answer is the following: we take ¢;' to be the mapping back from R", so the
transformation from the coordinate system ¢; to the coordinate system ¢, is given by the transition
function

bi=¢- ¢

This map is required to be C™ (have continuous partial derivatives of all orders). If the ¢; are real
analytic, then M is said to be a real analytic manifold. If the ¢; are holomorphic (i.e., complex valued
functions with complex power series), then M is said to be a complex manifold.

Examples 2.1 (Continued)
5. Two sphere. On S* we may choose just two neighborhoods, U, and U,, which cover the northern
and southern hemisphere, respectively, and one transition function ¢,,, where

x —
6:29)= (7 77 y)
in the intersection U, N U, of the neighborhoods. In terms of complex coordinates, z = x +1iy,

$a(z)=1/z.

Fig. 2.3. Overlapping neighborhoods of a manifold M and their coordinate systems. ¢; is a map from U; to an open subspace of R".
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Since this transition function is not only smooth but holomorphic, $* has the structure of a complex
manifold (namely P,(C)).
6. Projective space. P,(C) is also a complex manifold because its transition functions are holomorphic

¢j,'(2(), N Z,l): (% 20y ,%ZH)
on U, N U; (where we recall z, %0, z;% 0).

7. Lie groups in general. If A is a matrix, then exp(A)=1+A+---+ A"/n!+ - converges to an
invertible matrix. Let G be one of the groups: GL(k, C), GL(k,R), U(k), SU(k), O(k), SO(k) and let ¢
be the Lie-algebra of G. ¢ is a linear set of matrices and exp: ¢ > G is a diffeomorphism from a
neighborhood of the origin in ¢ to the identity I in G. This defines a coordinate system near I € G; we
can define a coordinate system near any g, € G by mapping ¢ into g, exp ¢. The transition functions
are thus given by left multiplication in the group. G is a real analytic manifold.

2.2. Tangent space and cotangent space

One of the most important concepts used to study the properties of a manifold M is the tangent
space T,(M) at a point p € M. To develop the idea of the tangent space, let us first consider a curve
y = f(x) in a plane as shown in fig. 2.4. Consider a point x = p + v very close to p; then we may expand
f(x) in a Taylor series, yielding

flx=p+v)=f(p)+v df(x)dx|c—p+---. 22)

The slope of the curve, df/dx at x = p, is represented in fig. 2.4. If we had an n-dimensional surface with
coordinates x', there would be n different directions, so the second term in (2.2) would become

v Af(x)ox | s =p.

(Here we introduce the convention of implied summation on repeated indices.) We can thus begin to
see that, regardless of the particular details of the manifold considered, the directional derivative

v olaxt, -, (2.3)

has an intrinsic meaning. {3/dx’} at x = p defines a basis for the tangent space of M at p. A collection of
these directional derivatives at each point in M with smoothly varying coefficients v'(x) is called a vector
field.

y=10x) 4
&
' p
", X

Fig. 2.4. Tangent to a curve y = f(x).
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The tangent space T,(M) is thus defined as the vector space spanned by the tangents at p to all
curves passing through p in the manifold (see fig. 2.5). No matter how curved the manifold may be,
T,(M) is always an n-dimensional vector space at each point p.

The tangent space occurs naturally in classical mechanics. We consider a Lagrangian L(g'(?), ¢'(¢))
and recall that ¢-derivatives can be defined using the implicit function rule

d/dt = d/at + ¢' d/aq". (2.9

Comparison with eq. (2.3) shows that the second term in the above equation has the structure of a
vector field. Velocity space in Lagrangian classical mechanics corresponds exactly to the tangent space
of the configuration space: if M has coordinates {g'}, then T,(M) has coordinates {G'}. Equation (2.4)
shows that the operators {9/dg'} form a basis for T,(M).

The cotangent space T (M) of a manifold at p € M is defined as the dual vector space to the tangent
space T,(M). A dual vector space is defined as follows: given an n-dimensional vector space V with
basis E, i = 1,..., n, the basis e’ of the dual space V* is determined by the inner product

(Eh ei) = 5{~

When we take the basis vectors E; = 3/dx' for T,(M), we write the basis vectors for TH(M) as the
differential line elements

e' =dx’.
Thus the inner product is given by

(9/ox', dx’) = &1.

Now consider the vector field

V=0v'ddx
and the covector field

U =u; dx'.
Under general coordinate transformations x - x'(x), V and U are invariant, but since

a8 _ o g

ri — _ J o
dx ax’ dx Ix” axn I’

Fig. 2.5. Curves through a point p of M. The tangents to these curves span the tangent space T,(M).
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the components v* and ; change according to
v =0’ ax"/ox’
u,=u; ax’fax".

(The invariance of V and U in fact is the origin of the transformation law for contravariant and
covariant vectors, respectively.) Thus the inner product

(V,Uy=v'y; =v"u’

is invariant under general coordinate transformations.

The idea of the cotangent space also occurs in classical mechanics. Whereas tangent space cor-
responds to velocity space, cotangent space corresponds to momentum space. Here the basis vectors are
given by the differential line elements dg’, so the cotangent vector fields are expressed as

p: dg’
where we identify
p:=9dL(q'. 4')/dq".

Using the basis elements of T,(M) and T}(M), we may now extend the concept of a field to include
tensor fields over M with [/ covariant and k contravariant indices, which we write

iz O d i j
wly = qui....jfﬁ®""®m®dx’ @ ®@dx

The tensor product symbol (x) implies no symmetrization or antisymmetrization of indices — each basis
element is taken to act independently of the others.

2.3. Differential forms

A special class of tensor fields, the totally antisymmetric covariant tensor fields are useful for many
practical calculations.

We begin by defining Cartan’s wedge product, also known as the exterior product, as the antisym-
metric tensor product of cotangent space basis elements

dx A dy = 3(dx® dy —dy ® dx)
=—dy a dx.

Note that, by definition,

dx adx =0.
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The differential line elements dx and dy are called differential I-forms or 1-forms; thus the wedge
product is a rule for constructing 2-forms out of pairs of 1-forms. It is easy to show that the 2-form made
in this way has the properties we expect of a differential area element. Suppose we change variables to
x'(x,y), y'(x.y); then we find

dx'ady'= (ﬂél—aléx) dx ady
= Jacobian (x', y"; x, y)dx A dy.

Cartan’s wedge product thus is designed to produce the required signed Jacobian every time we change
variables. Let A”(x) be the set of anti-symmetric p-tensors at a point x. This is a vector space of
dimension n!/p!(n — p)!. The A”(x) patch together to define a bundle over M as we shall discuss later.
C™(A") is the space of smooth p-forms, represented by anti-symmetric tensors f; . .. (x) having p indices
contracted with the wedge products of p differentials. The elements of C(A”) may then be written
explicitly as follows:

C*(AY)={f(x)} dimension = 1
C* (A ={fi(x)dx'} dim=n
C*(A%) ={f,(x)dx' A dx’} dim = n(n — 1)/2!
C (AN ={f(x)dx' adx’ A dx*} dim = n(n — 1) (n - 2)/3!
CA" ) ={fo s dx"aeadx dim = n
CA")Y={fi . dx"a - ardx"} dim = 1. (2.5)

Several important properties emerge: First, we see that A” and A" " have the same dimension as vector
spaces. In particular, C7(A") is representable by a single function times the n-volume element.
Furthermore, we deduce that A” =0 for p > n, since some differential would appear twice and be
annihilated.

Now it is clear that the wedge product may be used to make (p + g)-forms out of a given p-form and
a given g-form. But since one gets zero for p + g > n. the resulting forms always belong to the original
set of spaces, which we write

A*=A"PA'OA D - DA™
The space A* of all possible antisymmetric covariant tensors therefore reproduces itself under the

wedge product operation: A* is a graded algebra called Cartan’s exterior algebra of differential forms.
Remark: Let a, be an element of A”, B, an element of A¢. Then

ap Aﬁq = (_l)wﬁq A ap.
Hence odd forms anticommute and the wedge product of identical 1-forms will always vanish.

Exterior derivative: Another useful tool for manipulating differential forms is the exterior derivative
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operation, which takes p-forms into (p + 1)-forms according to the rule
C(A)-5C(UY: d(f) =L ax
C* (AN C*(AD);  d(f(x)dx')= —de A dx’

C(A)-5 C U 4 e ndr)= L dxt pdel ndxt

etc.

Here we have taken the convention that the new differential line element is always inserted before any
previously existing wedge products. Note also that, to be precise, only the totally antisymmetric parts of
the partial derivatives contribute.

An important property of the exterior derivative is that it gives zero when applied twice:

dde, =0.

This identity follows from the equality of mixed partial derivatives, as we can see from the following
simple example:

C*(A) - C=(A")—5 C*(A?)
df = af dx’
ddf = 3, 8 dx’ A dx’ =33, f — ;3f) dx' A dx’ =0.
In vector notation, ddw, = 0 is equivalent to the familiar statements that

curi-grad f=0
div-curl f =0, etc.

We note also the rule for differentiating the wedge product of a p-form «, and a g-form B,:
d(ap A Bq) = dap ABqt (_1)0 ap A qu-
Note: The exterior derivative anticommutes with 1-forms.

Examples 2.3
1. Possible p-forms a, in two-dimensional space are

a(,=f(x,y)
a, = u(xa )’)dx“"U(X, }’)dy
a>= ¢(x, y)dx A dy.
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The exterior derivative of a line element gives the two-dimensional curl times the area:
d(u(x, y)dx + v(x, y)dy) = (3.v — d,u) dx A dy.
2. The three-space p-forms «, are

ao = f(x)
a,=v,dx"'+v,dx*+ v;dx®
ay=w dx> A dx®+ wydx® Adx' + wydx' A dx?
a3 =¢(x)dx' Adx*Adx>.

We see that
ay A @y = (0w + vaw, + vaws) dx' A dx® A dx?
da; = (e 3,0 Jo€irm dx' A dx™

da, = (31w + d,wa+ dsws)dx' Adx® adx’.

We thus recognize the usual operations of three-dimensional vector calculus.

2.4. Hodge star and the Laplacian

As we have seen from eq. (2.5) and the examples, the number of independent functions in C*(A”) is
the same as that in C"(A"7”): there exists a duality between the two spaces. We are thus motivated to
introduce an operator, the Hodge * or duality transformation, which transforms p-forms into (n —p)-
forms; in a flat Euclidean space the operator is defined by

*(dxil A dxiz A A dxip)zrlp)fgilizu.ipi,m... N dxi,,q Adx®a.-- A dx‘".

Here ¢, is the totally antisymmetric tensor in n-dimensions.
Note: Later, when we introduce a metric, we will have to be careful about raising and lowering indices and

multiplying by g'/%. For now, this point is inessential and will be postponed.
Repeating the * operator on a p-form w, gives

** @, =(-1P" Py,
We note that for p =n,
dx*adx®a---adx" =gy, ; dx' adx*a- - adx" (2.6)

Inner product: Letting a, and B, be p-forms, we define the inner product as the integral
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(@ B)= [ a n*p,

M

For general p-forms a,, B, with coefficient functions f;; . and gy, it is easy to show that
(. B,)=p! f fix. ik . dx'adx®a---adx™
M
The inner product has the further property that

(@, Bp) = (Byr @)
because of the identity

ap A*B, =B, A *a,
which follows from (2.6).

Adjoint of exterior derivative: Examining the inner product (e,, dB,-;) and integrating by parts, we
find

(@, dB, 1) = (bax,. By-1),
where the adjoint of d is
8 = (~1)P*"* x ds.
Note that for n even and all p,
6 = —*d*,
while for n odd,
& = (—1y =d=.

(Remark : Additional factors of (—1) occur for spaces with negative signature.) & reduces the degree of a
differential form by one unit, whereas d increases the degree:

d: C*(A7) > C*(47*)
8: C=(A")>C™(AP7M).

Like d, 8 acting on forms produces conventional tensor calculus operations - for example, with n =3 and
p =1, we find

S(v-dx)=—*(V-p)dx'adx*rdx’=-V-.0.
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We note that, like d, § gives zero when repeated:
86w, =0.
Laplacian: The Laplacian on a manifold can be constructed once d and & are known (this would, in
general, require knowledge of a metric, but we will continue to use a flat metric for the time being). The
Laplacian is

A=(d+8)=ds +éd. @.7)

We sometimes add a subscript to d and 8 to remind ourselves what kind of form we are acting on. Thus
we may write the Laplacian on p-forms as

Aw, =d,_, 8,0, + 6,41 d, 0,

The Laplacian clearly takes p-forms back into p-forms,
A: CP(AP)-» C™(AP).

For example, on 1-forms, we find

v

Mo do) == g dx

Thus A is called a positive operator because its Fourier transform introduces a factor of i* which cancels
the minus sign. An elegant way of proving the positivity of the Laplacian follows from taking the inner
product of the two p-forms w, and Aw,. Using (2.7) we find that, provided there are no boundary
terms,

(wps Awp) = (wp, dawp) + (wps 6 dwp)
= (bw,, 6w, ) + (dw,, dw,),

which is necessarily 0. As a corollary, we see that for sufficiently well-behaved forms, w, is harmonic,
that is

Aw, =0,

if and only if w, is closed,
dw, =0

and co-closed,

dw, = 0.
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A p-form w, which can be written globally as the exterior derivative of some (p - 1)-form a,_,,
w, =da, ),

is called an exact p-form. Similarly, a p-form w, which can be expressed globally as
wp =8a,.

is called a co-exact p-form.

Hodge’s theorem: Hodge [1952] has shown that if M is a compact manifold without boundary, any
p-form w, can be uniquely decomposed as a sum of exact, co-exact and harmonic forms,

wy, = da,,,, + 8ﬁp+l + Yr

where v, is a harmonic p-form. For many applications, the essential properties of w, lie entirely in the
harmonic piece ¥,.

Stokes’ theorem: 1f M is a p-dimensional manifold with a non-empty boundary dM, then Stokes’
theorem says that for any (p — 1)-form w,_,,

fdw,,_.= I W, 1.
M aM

If M has several parts, the right-hand side is an oriented sum. For p =1, where M is a line segment
from a to b, we find the fundamental theorem of calculus,

[ 4= 16)-1@)
For p =2, we find

f d(A - dx) = § A-dx.

surface line

In 3 dimensions, where we may make the identification
d(A - dx) = 3(3.A; — B,A;) dx’ A dx’ =36, B, dx’ A dx,

we recognize the formula for the magnetic flux going through a surface,

fB-ds=§A-dx.
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For p =3, we examine the 2-form
o =36, E dx' A dx!
obeying
do =V Edx'ndx®adx’.

Then Stokes’ theorem becomes

[v-Eex= [ do= [ o-[E-as

volume surface

and we recognize Gauss’ law.
Examples 2.4
1. Two-dimensions (n = 2):
Basis of A*: (1, dx,dy, dx A dy)

Hodge * : *(1, dx, dy, dx A dy) = (dx A dy, dy, —dx, 1)
8 operation:

&f(x,y)=0

8(u dx +vdy)=—(du+4d,v)

8¢ dx ndy =—3d,¢ dy +4,¢ dx

Laplacian: acting on, for instance, 0-forms,

Af =—(33f + 83f).

2. Euclidean Maxwell’s equation (n =1,2,3,4;i=1,2,3)

Gauge potential: A=A, (x)dx*

Gauge transform: A'=A+dA(x)

Field strength: F=dA =dA’

(gauge invariant =3d,A, - 3,A,)dx* A dx”
due to ddA =0) =3F,, dx* ndx”

E and B: F=E,dx' ndx*+3Big dx’ A dx*
*F =3Eg; dx’' A dx* + B, dx' n dx*

duality: Feo*F EoB

231
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Euler eqn. = inhomogeneous eqns: O0F =
OF=-V-Edx*+(3,E+VxB)-dx
J=J. dx* =j - dx +j,dx*
Bianchi identity = homogeneous eqns: dF=ddA =0
dF =V -Bdx' ndx®andx®+3(3.B + VX E)gy dx’ adx* adx*=0.

Note: If j =0, then dF = 6F =0, so F is harmonic, AF =0.

3. Dirac magnetic monopole (Dirac [1931]). In order to describe a magnetic charge, we introduce two
coordinate patches U. covering the z>—¢ and the z <+¢ regions of R’— {0}, with overlap region
U. N U. effectively equal to the x—y plane at z =0 minus the origin. The gauge potentials which are
well-defined in these respective regions are taken as

=Ll dy—yde)=i=l-
A*—2rztr(xdy y dx)=3(x1-cos 8)d¢

where r*=x*+y*+ 2% A, and A_ have the Dirac string singularity at § = 7 and 6 =0, respectively.
Note that A, and A _ are related by a gauge transformation:

A,=A_+dtan'(y/x)=A_+dé¢.

In the overlap region 8 = /2, r >0, both potentials are regular. The field is given by F =dA. in U., so

F=5bs(xdy ndz+ydz ndx+ 2 dx ndy)
or
B = x/2r°.

Remark: Dirac strings. In the modern approach to the magnetic monopole, A. are defined only in their
respective coordinate patches U.. In Dirac’s formulation of the monopole, coordinate patches were not
used and A. were used over all of R>. This led to the appearance of fictitious “string singularities” on
the +z axis.

2.5. Introduction to homology and cohomology
We conclude this section with a brief treatment of the concepts of homology and de Rham
cohomology, which form a crucial link between the topological aspects of manifolds and their

differentiable structure.

Homology: Homology is used to distinguish topologically inequivalent manifolds. For a treatment more
mathematically precise than the one given here, see Greenberg [1967] or Spanier [1966].
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Let M be a smooth connected manifold. A p-chain a, is a formal sum of the form a, = %, ¢;N; where
the N; are smooth p-dimensional oriented submanifolds of M. If the coefficients ¢; are real (complex),
then a, is a real (complex) chain; if the coefficients ¢; are integers, a, is an integral chain; if the
coefficients ¢; € Z, = {0,1}, then a, is a Z, chain. There are other coefficients which could be considered,
but these are the only ones we shall be interested in.

Let 3 denote the operation of taking the oriented boundary. We define da, =2;¢;dN; to be a
(p - 1)-chain. Let Z, ={a,: da, =@} be the set of cycles (i.e., p-chains with no boundaries) and let
B, ={da,..} be the set of boundaries (i.e., those chains which can be written as a, = da,., for some
a,.1). Since the boundary of a boundary is always empty, dda, =@, B, is a subset of Z,.

We define the simplicial homology of M by

H,=Z,/B,.

H, is the set of equivalence classes of cycles z, € Z, which difter only by boundaries; that is z,=z,
provided that z, = z, + da,.,. We can think of representative cycles in H, as manifolds patched together to
“surround” a hole; we ignore cycles which can be “filled in”.

We may choose different coefficient groups to define H,(M; R), H,(M; C), H,(M; Z), or H,(M; Z,).
There are simple relations H,(M;R)=H,(M;Z)®R and H,M;C)=H,M;R)®C=
H,M;Z)®C. In other words, modulo finite groups (ie., torsion), H,(M;R), H,(M;Z), and
H,(M; C) are essentially the same.

The integral homology is fundamental. We can regard any integral cycle as real by embedding Z in
R. We can reduce any integral cycle mod 2 to get a Z, cycle. The universal coefficient theorem gives a
formula for the homology with R, C, or Z, coefficients in terms of the integral homology. In particular,
real homology is obtained from integral homology by replacing all the “Z” factors by “R” and by
throwing away any torsion subgroups.

It is clear that H,(M; G) =0 for p >dim(M). If M is connected, Hi(M; G)= G. If M is orientable,
then H,(M;G)=G. If G is a field, then we have Poincaré duality, H,(M; G)=H,_,(M; G), for
orientable M (G =R, C, Z, but not 2.

Examples
1. Torus. We illustrate the computation of homology for the torus T>. In fig. 2.6, the curves a and b

belong to the same homology class because they bound a two-dimensional strip o (shown as a shaded
area).

do=a—b.

Fig. 2.6. Homology classes of the torus. a and b, which bound the shaded area. are homologous. a and ¢ are not.
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Curves a and ¢ however do not belong to the same homology class. The homology groups of the torus,
M =T? are

H()(M;R)=R
H(M;R)=R®R

The generators of H, are given by the two curves a and c.

2. Torsion and homology of P+(R)=SO(3).

The concept of torsion and the effect of different coefficient groups can be illustrated by examining
M = Py(R)=SO(3). Let p map S to Ps(R) by antipodal identification of the points of §*.

Let S? be the equator of S°. let S’ be the equator of S2, and let D* be the upper hemisphere of §*.
Then p(D*) is a k-chain on P:(R) and

ap(DH=0 (this is a cycle and generates H, with any coefficients)
dp(D*)=2p(D') (this is a cycle in Z but not in R or Z)
ap(D")=0 (this is a cycle. Over R we have p(D')= d3p(D?) so this is a boundary. It is

not a boundary over Z or Z, and generates H, for these groups).

In Z, homology p(D*) gives the generators of H,(Ps(R); Z,). The homology groups of P-(R) can be
shown to be the following:

HM:;Z)=2 H,M:;R)=R  H,M;Z,)=2;

HM;2Z)=2, HM:.R)=0 HM:;Z,)=2,

HM:;Z)=0 H,(M;R)=10 H.M:;2,)=12,

H\M;2Z)=2 H,M;R)=R H\{M:,Z,)=12..

These groups are different because of the existence of torsion.

de Rham cohomology

If G is a field (G =R, C,Z,), the homology group H,(M; G) is a vector space over G. We define the
cohomology group H”(M; G) to be the dual vector space to H,(M, G). (The definition of H”(M;Z) is
slightly more complicated and we shall omit it.) The remarkable fact is that H*(M;R) or H*(M; C)
may be understood using differential forms. We define the de Rham cohomology groups H (M ; R) as
follows: recall that a p-form w, is closed if dw, =0 and exact if w, =dea, . Let

br = {w,: dw, =0} (the closed forms)
Bbk ={w,: w, =da, |} (the exact forms)

br(M:R)=Z"/B*  (closed modulo exact forms).
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The de Rham cohomology is the set of equivalence classes of closed forms which differ only by exact
forms; that is

w, =w,
if w, = w,+da,_, forsome a, ;.
Remark: The space H" is special because there are no (—1)-forms, and thus no O-forms can be
expressed as exterior derivatives. Since the exterior derivative of a constant is zero,
H" ={space of constant functions}
and

dim(H") = number of connected pieces-of the manifold.

Poincaré lemma: The de Rham cohomology of Euclidean space R" is trivial,
dim HPR")=0 p>0
(dim H'R")=1),

since any closed form can be expressed as the exterior derivative of a lower form in R". For example, in
R>, any closed 1-form can be expressed as the gradient of a scalar function,

VxA=0-4=V¢.
Therefore any closed form can be expressed as an exact form in any local R” coordinate patch of the

manifold. Non-trivial de Rham cohomology therefore occurs only when the local coordinate neighborhoods
are patched together in a globally non-trivial way.

de Rham’s theorem: The inner product of a cycle ¢, € Z, and a closed form w, € ZHg is defined as

.

<p

where 7(c, w) ER is called a period. We note that by Stokes’ theorem, when ¢, € Z, and w, € Zbr,

then
fw,,+da,,_1= pr+ f 0,»4:.‘[‘”:7’
<p acp

<p <p

f w,,=fw,,+fdw,,=fw,,.

cp+dap+) p ap+1 p

and
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This pairing is thus independent of the choice of the representatives of the equivalence classes and
defines a map

m: H,(M;R)® Hpr(M;R)->R.
de Rham has proven the following fundamental theorems when M is a compact manifold without
boundary:
Let {ci},i=1,..., dim H,(M;R), be a set of independent p-cycles forming a basis for H,(M; R).

First theorem: Given any set of periods v, i = 1, ..., dim H,, there exists a closed p-form w for which

" =7r(c,«,w)=J'w, i=1,...,dimH,.
Second theorem: 1f all the periods for a p-form a vanish,

0=m(c, a)= J'a, i=1,...,dimH,
then a is exact.
In other words, if {w;} is a basis for Hpr(M ; R), then the period matrix
Ty = 7T(C,~, wi)

is invertible. Thus H%:(M;R) is dual to H,(M; R) with respect to the inner product 7. Therefore de
Rham cohomology H%g and simplicial cohomology H” are naturally isomorphic,

Hpe(M;R)=H"(M;R),

and henceforth will be identified.
We define

b, = dim H,(M; R)=dim H*(M; R)

as the pth Betti number of M. The alternating sum of the Betti numbers is the Euler characteristic

x(M)= z (~1y,.

The de Rham theorem relates the topological Euler characteristic calculated from H, to the analytic
Euler characteristic calculated from de Rham cohomology. The Gauss-Bonnet theorem gives a formula
for y(M) in terms of curvature as we shall see later.

We say that a cohomology class is integral if w(c, w)EZ for any integral cycle c. There is always a
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natural embedding of H”(M;Z)in H”> (M ;Z)® R = H”(M ; R). However, H*(M ; Z) is not isomorphic
to the set of integral de Rham classes since torsion elements are lost during the embedding; H*(M; Z)
in general has torsion elements while H”(M; R) (and H”(M ; C)) do not.

Pullback mappings. If f: M - N and if w, is a p-form on N, then we can pull back w, to define f*w, as a
p-form on M. For example, if x* €M, y'EN, f(x*)=y' and w =g(y)dy’, then we find f*w =
g:(f(x)) .f (x) dx*. Since d(f* w,) = f* dw,, f* pulls back closed forms to closed forms and exact forms
to exact forms. This defines a map f*: H?(N; R)-> H?(M;R). The dual map f,: H,(M;R)—-> H,(N;R)
goes the other way. f, is defined on the chain level by using the map f to “push forward” chains on M to
chains on N. It is easy to check that f, maps cycles to cycles and boundaries to boundaries. f* is a zero map if
p>dim M or dim N. We also note that

(e, f*o)=7(fc, w).
Ring structure: The wedge product of two closed forms is again closed; the wedge product of an exact
and a closed form is exact. Wedge product preserves the cohomology equivalence relation and induces a
map from H?(M;R)® H‘(M;R)->H""*(M;R). This defines a ring structure on H*(M;R)=
@ HP(M;R). Since
I4

ffO@rw)=f0rfto,

pulling back preserves the ring structure. H*(M;Z) and H*(M;Z,) have ring structures similar to
H*(M;R).

Poincaré duality: If M is a compact orientable manifold without boundary, then H"(M; R) =R because
any w, € H"(M;R) may be written up to a total differential as

w, = const X (volume element in M).
Poincaré duality states that H”(M ; R) is dual to H"~?(M ; R) with respect to the inner product

(w,,, a),._,,) = f Wp A Wn—p.
M

Consequently H” and H"™” are isomorphic as vector spaces and
dim H?(M; R) = dim H"*(M; R).

Hence the Betti numbers are related by
b, =b,_,.

Poincaré duality is valid with Z , coefficients regardless of whether or not M is orientable.
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Product formulas: If M = M, X M, then
Hk(M§ R)= +® . H”(M;R)® H*(My; R),
p+g=

so H*(M; R)= H*(M,; R)® H*(M;; R). Furthermore, this is a ring isomorphism. This is the Kunneth
formula. This formula is not valid with Z or Z, coefficients. Since the Betti numbers are related by

b(M)= Zk by (M) by (M),

ptg=
we find that the Euler characteristics obey the relation
x(M =M, X M) = x(M\) x(M>).

Harmonic forms and de Rham cohomology
If M is a compact manifold without boundary, we can express each de Rham cohomology class as a
harmonic form using the Hodge decomposition theorem,

w =da +88 +7,

where y is harmonic. If dw =0 then dé8 =0 so 88 =0 and w =da +vy. This shows that every
cohomology class contains a harmonic representative. If w is harmonic, then éda =0, so da =0 and
w =1v. This establishes an isomorphism between H”(M;R) and the set of harmonic p-forms
Harm”(M ; R). This is always finite-dimensional, so H”(M; R) is finite. (If M has a boundary, we must
use suitable boundary conditions to obtain this isomorphism.)

If M=M,XM,, 6, is harmonic on M, and 6, is harmonic on M, then 6, A 6, is harmonic on
M, x M,. This defines the isomorphism

Harm*(M = M, X M,;R) = @ , Harm”(M; R)® Harm*(M,; R),
pH+q=

which is equivalent to the Kunneth formula defined above.
Note: In general the wedge product of two harmonic forms will not be harmonic so the ring structure is
not given in terms of harmonic forms.
Note: If M is oriented, the Hodge operator maps A” -» A" ™" with ** = (—1F“ " The * operator
commutes with the Laplacian and induces an isomorphism

*:Harm”(M; R) = Harm" *(M; R).
Therefore

dim H”(M ; R) = dim H" *(M; R).

This is another way of looking at Poincaré duality.

Equivariant cohomology: An isometry of M is a map ®f M to itself which preserves a given Riemannian
metric on M. Let M be a manifold on which a finite group G acts by isometries without fixed points and
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let N =M/G. If w, is harmonic on M and g € G, then the pullback g *w, on M is harmonic. If
g*w, = w0, forall g € G,

then w, is called G-invariant. The harmonic p-forms on N = M/G can be identified with the
G-invariant harmonic p-forms on M.

Examples 2.5

1. de Rham cohomology of R". All closed forms are exact on R" except for the scalar functions which
belong to H®. If f is a function and df =0, then all the partial derivatives of f vanish so f is constant.
dim H'R";R) =1, dim H*(R"; R) =0 for k#0.

2. de Rham cohomology of S". Only H” and H" are non zero for §” and both have dimension 1. H”
consists of the constant functions and H" consists of the constant multiples of the volume element.
These are the harmonic forms.

3. de Rham cohomology of the torus, T> = S§'x S'. Let 8, and 6,, 0 < 6, <2, be coordinates on each
of the two circles making up the torus. The differential forms dé, are then closed but not exact, since the
6, are defined only modulo 27 and are therefore not global coordinates. Thus d8, and d@, form a basis
for H'(T>;R) and dim H'(T*;R)=2. By the Kunneth formula, H*T?*=S'xS';R)=
H'(S";R)Y® H'(S';R) and so H*(T?; R) is generated by df, A d§, where dim H*(T?*; R) = 1. Obviously
dim H(T*;R) =1 also.

It is instructive to work out the Hodge decomposition theorem explicitly for T by expanding C*(A”)
in Fourier series using the coordinates 8., We find

Wo= D, Apm € €7
w = bl e e de, + > bD, e e dg,
W2= D, Com €™ € d6, A d6,.
Now we compute the Laplacians
Awo = 8dw, = Y, (n* + mPa,,, €™ ¢"*
Aw, = (d8 +8d)w, =, (n*+m?) (b¥L), d8, + b2, d§,) e™* eim®
Aw, =ddw, =, (n?+ m>)c,,, €™ e d8, A d6,

and introduce the Green’s functions G, of the form

Go wy= Z A €7 €%/ (0% + m?), etc.
(n.m)#(0,0)

Then we may write each element of C™(A?) as the sum of a closed, a co-closed, and a harmonic form as
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follows:

wo = AGowo+ ag =0+ 8(dGowo) + aw
0, =AGw, +b% d6, + b db,

=d(6G w,)+ 8(dG,w,)+ b5 d8, + b db,
w>=AG,w,+ cpodb, A db;

=d(6G.w,)+ 0+ cydb; A db,.

We verify explicitly the dimensions of each cohomology class from the harmonic representatives in the
decomposition of w,.

4. de Rham cohomology of P.(C). There is an element x € H*(P,(C); R) such that x* generates
H*P.(C); R)=R for k =0,...,n. H'(P,(C); RYy=0if j is odd or if j > 2n. x will be the first Chern
class of a line bundle as discussed later. It has integral periods as does x* for k =0,...,n. x"*' =0
since this would be a 2n +2 form. There is a natural inclusion of C” into C"*' which induces an
inclusion of P,_,(C) into P,(C) which we denote by i. Then i*: H*(P,(C); R)> H*(P,_(C); R) is an
isomorphism for k < 2n. Consequently, x is universal; we can view x as belonging to H*(P,(C); R) for
any n. (x is the normalized Kahler form of P,(C); see example 3.4.3.)

5. de Rham cohomology of U(n). Let g be an n X n unitary matrix g € U(n). g”' dg is a complex
matrix of 1-forms. Let w, =Tr(g™' dg)* for k =1,2,...,2n 1. Then w, is a complex k-form which is
closed; w, =0 if k is even. The {w, w3, ..., w,,—.} generate H*(U(n); C). By adding appropriate
factors of V-1 to make everything real, we could get corresponding generators for H*(U(n); R). (If we
add appropriate scaling factors, these become integral classes which generate H*(U(n); Z ).) If we then
take the mod 2 reduction, we get classes which generate H*(U(n);Z,). g’ dg is the Cartan form
which will be discussed later. For example, if n =2, then:

HUQ@);C)=C, H'WUQ);C)=C (generator w,)
H*(U@2);,C)=0, H*(UQR):C)=C  (generator w,)
HYUQ); C)=C (generator w, A w;), H*(U(2); C)=0 for k> 4.

Of course, U(2)= U(1)xSU(2) = §' X §* topologically (although not as a group). Up to a scaling factor
w, is d8 on S* and o, is the volume element on S>. H*(S' x §*; C)= H*(S"; C)® H*(5%; C) is just an
illustration of the Kunneth formula.

6. de Rham cohomology of SU(n). SU(n) is a subgroup of U(n); let i: SU(n)- U(n) be the
inclusion map. The i*w, € H*(SU(n);R) are generators for k=3,...,2n—1. (H'=0 since
Tr(g™' dg) =0 for SU(n).) Topologically, U(rn)= S’ xSU(n) and H*(U(n))= H*(S')® H*(SU(n)).

7. The de Rham cohomology of P.(R) is a good example involving torsion.

(a) With real coefficients, we argue that

R ifk=0ork=n,nodd
0 otherwise.

HB.R);R) = Hi (P, R); R) = {

If k# 0, n, then there are no harmonic forms on the universal cover $” and hence H*(P,(R); R) =0, for
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k# 0, n. Since P,(R) is connected, H°(P.(R); R)=R. Finally, if n is odd, the antipodal map f(x)= —x
on §" preserves the volume element and hence P, (R) is orientable and H"(P,(R); R)=R. If » is even,
the antipodal map reverses the sign of the volume form so there is no equivariant harmonic n-form and

H"(P,(R); R)=0. P,(R) is not orientable if n is even.

(b) With Z, coefficients there is an element x € H'(P,(R); Z,) so that x* generates H*(P,,(R); Z,) =
Z.fork=0,...,n If i: P,_,(R)>P,(R) is the natural inclusion, then i*x = x so i*: H*(P,(R); Z,)~
H*(P._\(R); Z.) is an isomorphism for k =0,...,n—1. (x is a Stiefel-Whitney class.)

(c) With integer coefficients,

Hk(P,,(R)',Z)=Z,O,ZZ,O,ZZ,, B

wo o o [Z ifn=odd
H*(P.R);Z)= {Z2 if n =even
Hk(Pn(lR), Z)=Z,Zz, 0, Zz, 0, Ce ey

if n =odd
if n =even.

H (PR 2)= {5

The shift in the relative positions of the Z, terms in H* and H, is a consequence of the universal
coefficient theorem (see, e.g., Spanier [1966]).

3. Riemannian manifolds

We now consider manifolds endowed with a metric. We apply the tools of the previous section and
present classical Riemannian geometry in a modern notation which is convenient for practical calculations.
A still more abstract approach to Riemannian manifolds will be given when we treat connections on

fiber bundles.
3.1. Cartan structure equations

Suppose we are given a 4-manifold M and a metric g,.(x) on M in local coordinates x*. Then the
distance ds between two infinitesimally nearby points x* and x* +dx* is given by
ds’=g,.(x)dx* dx*
where the g,. are the components of a symmetric covariant second-rank tensor.
We now decompose the metric into vierbeins (solder forms) or tetrads e, (x) as follows:
8uv = nabeauebv
n° =g*"e%.e’,.

Here 7, is a flat, usually Cartesian, metric such as the following:
Euclidean space:

Nab =8ab’ a’b = la 2’ 37 4,
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Minkowski space:
-1
Nab = ! . ab=01.23
!
e, is, in some sense, the square root of the metric.

Throughout this section, Greek indices u, », . .. will be raised and lowered with g,, or its inverse g**
and Latin indices a, b, ... will be raised and lowered by 1., and 5. We define the inverse of ¢“, by

Eal-" = T’abguyebv
which obeys
Ere®, =65

n*E*E, =g**  elc.

Thus e“, and E,* are used to interconvert Latin and Greek indices when necessary.
We therefore see that e, is the matrix which transforms the coordinate basis dx* of T%(M) to

an orthonormal basis of T*(M),

e’ =e”, dx*.
(Note that while the coordinate basis dx* is always an exact differential, e is not necessarily an exact
1-form.) Similarly, E,* is a transformation from the basis d/dx* of T,(M) to the orthonormal basis of
T.(M).

E, = E* d/ox".

(Note that E, and E, do not necessarily commute, while d/dx* and 3/dx* do commute.)
We now introduce the affine spin connection one-form »°, and define

de“ +wy ne? =T =;T"e" re. 3.1)
This is called the torsion 2-form of the manifold. The curvature 2-form is defined as

R4, =dw® + 0’ A0 = 3R A e’ (3.2)
Equations (3.1) and (3.2) are called Cartan’s structure equations.
Consistency conditions: Taking the exterior derivative of (3.1) we find

dT° + w°, A T" =R% nr e". (3.3)
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Differentiating (3.2), we find the Bianchi identities:

dR% +w®. AR —R° r & =0. (3.4)
We define the covariant derivative of a differential form V<, of degree p as

DV?, =dV% + @ A V5, — (1P V% A 0. (3.5)
The consistency condition (3.4) then reads

DR?, =0.
Gauge transformations: Consider an orthogonal rotation of the orthonormal frame

e’ >e = P%e’,
where

ﬂab¢ac¢bd = Nea-
Note that

dDY (@'Y = D% (dD 'Y
Then we find

T =de" +w" re®
where

T =, T"
and the new connection is

0" =P (DY, + D (dD Y.
The transformation law for the curvature 2-form is given by

R =dow', + 0" A 0", = @R (DY

A similar exercise shows that under a change of frame, the ‘“covariant derivative” (3.5) in fact
transforms covariantly,

(DVYy*, =@ (DVY (D',
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3.2. Relation to classical tensor calculus

The Cartan differential form approach is, of course, equivalent to the conventional tensor for-
mulation of Riemannian geometry. Here we summarize the relationships among various quantities
appearing in the two approaches. Figure 3.1 is a caricature of classical tensor calculus.

Volume and inner product: The invariant oriented volume element in n dimensions is
dV=e'ne*n---ne" =|g|"*dx' rdx*a--: adx" (3.6)

where g is the determinant of the metric tensor.
In curved space, the Hodge * operation will involve the metric. If

0 any two indices repeated
+1 even permutation
—1 odd permutation,

then

and we define the standard tensor densities

|1/2

E.. ..=lg

€., n
E®v - Bn — |g|—1/2€u| ..... Mn

The Hodge * is then defined as the operation which correctly produces the curved space inner product.
The inner product for 1-forms is defined using the Hodge * as

an*f=g"aplgl"dx' A Adx" (.7)

Hodge * is therefore defined as

1/2

*(dx“' Ao A dx*) = i —p) € /O

Fig. 3.1. Classical tensor calculus intoxicated by the plethora of indices.
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Because of (3.6) we can rewrite this in the form

*(e“‘A---Ae"")=(n -}p)' € ¥ e A A

an

where ¢, . has its indices raised and lowered by the flat metric 7,,. If we convert Greek to Latin
indices using the vierbeins, e.g.,

a=a, dx* = a,e°
we recover the inner product (3.7):
an*B=n"aByle' ne’n---ne)= g a,p.(gl"” d"x).

The various tensors that we have defined with flat indices a, b, . . . are, of course, related to the tensor
objects with curved indices by multiplication with e°,, E°,. The curvature two-form is first decomposed
as

R% =3R",.e° A e* =3R%,,, dx* A dx?,
and then the Riemann tensor is written
Riemann tensor = R%,,, = E,*¢’sR",,..
Similarly, the torsion is
T* =3T%.e® r e =3T%,, dx* A dx”
T =ES T,
Levi-Civita connection: The covariant derivative in the tensor formalism is defined using the Levi-
Civita connection I'55, which physicists generally refer to as the Christoffel symbol. The Levi-Civita

connection is determined by two conditions, the covariant constancy of the metric and the absence of
torsion. In the tensor notation, these conditions are

metric”y: gy,v;a = aaguv - F:p.g;\v - szgy.a = 0 (3.8)
no torsion:  T*.5 =35 —I'%,)=0. (3.9)

The Christoffel symbol is then uniquely determined in terms of the metric to be

“e = 38" (0288 + p8ua — .8us).

In Cartan’s method, the Levi-Civita spin connection is obtained by restricting the affine spin connection
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wqs in an analogous way. The conditions (3.8) and (3.9) are replaced by
metricity : Wah = ~Whq (3.10)
notorsion: T®=de*+w ne’=0. (3.11)
w“, 1s then determined in terms of the vierbeins and inverse vierbeins and is related to I'%; by

0%, = ea.»Eby-.u = eau(ay.Ehy + [‘ZAEbA)
= —Ebyeavzu = _Ehu(a#eﬂu - Ffwea)‘ )

From

—_ —_ VA
0 - aab;u - eav;y.g ebA + eauguA ;uebA + eang\ebA H3

we see that (3.10) is indeed a consequence of covariant constancy of the metric, (3.8). Similarly, if we write
eq. (3.11) as

0=24,e° —d,e, + E*ep, e’ — E“€p 0%,
=5z([‘ﬁ#€bA —‘rfweb;\)

we recognize the torsion-free condition (3.9).
The curvature can be extracted from Cartan’s equations by computing

3,0%, — 8,0%, + 0% 0%, — 005, = e’ ER%,,
where

Ry, =805 =00 + 5T — 15, . (3.12)
Weyl tensor: A useful object in n-dimensional geometry is the Weyl tensor, defined as

R

1
Wepnw = Ragu + CENCED) (8an88r — 8arBau) — ) (82uRs. = 8arRss — 88uRar + 83, R )s

where R,.. = R,...s¢”* and R = R,,,.g** are the Ricci tensor and the scalar curvature. The Weyl tensor
is traceless in all pairs of indices.

Examples 3.2

We will for simplicity look only at Levi-Civita connections (T° =0, w., = —ws,), so the vierbeins
determine w,;, uniquely.

1. Coordinate transform of flat Cartesian coordinates to polar coordinates. The Riemannian curvature
remains zero, although the connection may be nontrivial.
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a. Two dimensions; R>. ds”=dx*+dy* e'=dx, e*=dy. If x=rcos 6, y =rsin 6, then

(e'=dr )=l( x y) (dx)
e’=rdo/ r\-y x/\dy/)
Action of Hodge * : * (dx, dy) = (dy, —dx)
*(dr, r d@) = (r do, —dr).
Structure equations:
de'~wne’=0-wnrrdd=0
de® +wnrne =dradf+wadr=0.
"onnection and curvature:
w =dé
R =dw =0.

b. Four dimensions; R*. ds*>=dx*+ dy®+dz*+df’. We define polar coordinates by

x +iy =rcosgexp%(¢/+<p)

it = rsin 2 exp L (4 —
z+1t—rsm2exp2(¢r ®)

O0=b6<m 0=¢<2m O=sy¢y<drm

e’ =dr x y zt dx
e' =ro, 1) -t -z oy x dy
e’ =ro, ! zZ -t -x vy dz
e’=ro, -y x -t z dr

o:, oy and o, obey the relation do, = 20, A o, cyclic. The connections and curvatures are given by
wh=wh=0, o=’ =0, 0ir=wr=o0,
R% =do’ + 0% A 03 + 0% A 0
=-20, A0, + (o)A (~0.)+(~0.)r0, =0, etc

Remark: o, o, and o, are the left-invariant 1-forms on the manifold of the group SU(2) = §* and will
appear also in our treatment of the geometry of Lie groups.
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2. Two-sphere. The metric on S? is easily found by setting r = constant in the flat R* metric:
ds?=r>d#*+r’sin’ 0 dp® = (e'V + (e?).
We choose
e'=rdf, e*=rsinfdep
so the structure equations

de'=0=-w',ne’

de’=rcos8drndp =-w’ rne'
give the connection

w';=—cos §dg
and the curvature

R =R';ne'né?

1
=dw‘2=r—2e‘ A e’

The Gaussian curvature is thus K = R..q, = 2/r?, showing that S* has constant positive curvature.
3. 4-Sphere with polar coordinates. The de Sitter metric on S* with radius R is

ds?=(dr* + r¥(a.2 + 0,2 + o)1 + (2R
e® with a =0,1,2,3 is defined by
(14 (r2R¥)e® ={dr, 1o, ra,, 1o }.

From the structure equations, we find

. . — R 2
w0 = (1~ (2R P)e'lr = 0 %—Q%%

Yeawp = (1+ (12RP)e'lr = o,
ab 1 a b
R® =—=se%ne’.

R

The Weyl tensor vanishes identically.
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3.3. Einstein’s equations and self-dual manifolds
Defining the Ricci tensor and scalar curvature in 4 dimensions as
R, = 8PR g, R =g, R, (3.13)
we write Einstein’s equations with cosmological term A as
R — 38" R = T — Ag”. (3.14)

If the matter energy-momentum tensor T and A vanish, Einstein’s equations imply the vanishing of
the Ricci tensor, which we write in the flat vierbein basis as

0= %ab = e“,LE,,"@“,, = Racb,ﬂ]Cd. (315)

We note that in Einstein’s theory we always work with the torsion-free Levi-Civita connection, so
the consistency condition (3.3) becomes the cyclic identity:

R% n e’ =0-€caR%cq = 0. (3.16)
Now let us define the dual of the Riemann tensor as

Rased = 2€abmnRonnca- (3.17)
Suppose the Riemann tensor is (anti)-self-dual,

Rusea = *Ropea.
Then the cyclic identity implies Einstein’s empty space equations,

1
0= €apcaRebca = *3€apca€ebmnRomncd

=+(R6,. —2R..).

Remark: A similar argument can be used to show that Einstein’s empty space equations may be written
as

_ L y <
R ne’ =0, (R. =3€caR =3R pcae’ A ).

The equivalence of the cyclic identity and Einstein’s equations for self-dual R?, is then obvious.
From the relation between R,, and w,,,

ROl = dwm +wn AWyt wWes A @iy

R23 = d(l)23 +wpAwptwnAw; etc.,
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we notice that R,, is self-dual, R., = £R,,, if w,, is self-dual,
Wap = ia—’ab'

Therefore one way to generate a solution of Einstein’s equations is to find a metric with self-dual
connection.

Remark: Suppose R, = +R,, but w,, # *@,,. Then we decompose w,;, into self-dual and anti-self-dual
parts. Using an O(4) gauge transformation one can always remove the piece of w,, with the wrong
duality. The only change in R,, under the gauge transformation is a rotation by an orthogonal matrix
which preserves its duality properties. Thus any self-dual R,, can be considered to come from a
self-dual connection w,, if we work in an appropriate “‘self-dual gauge”.

Self-dual and conformally self-dual structures in 4 dimensions
In the case of four dimensions some simplification occurs since the dual of the curvature 2-form is
also a 2-form. Let us define self-dual and anti-self-dual bases for A* using the vierbein one-forms e”:

AL=e’ne'xe’ne’
basisof A2={A2=ene*xe’ne!, *xAL=+pL.
Al=ereltelne’

The curvature tensor can then be viewed as a 6 X 6 matrix R mapping A2 into A2 (see, e.g., Atiyah,
Hitchin and Singer {1978]),

Rt (G5 ()

where A is the 3 X 3 matrix whose first column is

A1 = Roio1 + Roiza+ Rason + Rass
Az = R + Rozas + Rajo1 + Rains
Az = Rpsor + Ross + Rizon + Ri2;.

That is,
A= +(Roi; + %ejklR()ikl) + %eimn (Ronnoj + fjklRmnkf)
and B and C* are defined by changing the four signs in the definition of A as follows:

A~ (+,+,+,+)
B~(+,-,-,-)

C~H,—-,+,7)
C ~(+,+,—,+).
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The Hodge * duality transformation acts on R from the left as the matrix

=6 1)

Now if we let
S=TrA=TrB
and subtract the trace, we find

w=r-i=(¢ )

c- W

where

C* = tracefree Ricci tensor
W, + W_ = tracefree Weyl tensor.

The interesting spaces can then be categorized as

Einstein: C*=0 R.. = 1g..)
Ricciflat: C*=0, §=0 (R,..=0)

Conformally flat: W. =0

Self-dual: W_=0, C*=0
Anti-self-dual: W, =0, C*=0
Conformally self-dual: W_=0
Conformally anti-self-dual: W, =0.

Beware: What physicists refer to as self-dual metrics are those which have self-dual Riemann tensor and
which mathematicians may call ‘“half-flat”. The spaces which a physicist describes as having a
self-dual Weyl tensor or as conformally self-dual may be called simply “‘self-dual”’ by mathematicians.

Examples 3.3
1. Schwarzschild metric. The best-known solution to the empty space Einstein equations is the
Schwarzschild “black hole” metric:

2_ _ _Q”_) 2,1
ds (1 )4+

0=6<m 0=¢<2m

dR>+ R%(d6* +sin’ 0 d¢?)

Choosing the vierbeins

172 -1/2
e°=<1—2RM> dr, e’=(l—2TM) dR, e*=Rdf. e*=Rsinfdgp
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and raising and lowering Latin indices with 7,, = diag(-1, 1, 1, 1), we find the connections

w°,=%dt w3 =—cos 0 do
0’ =0 0’ =(1-2M/R)"*sin 8 dp
(003 = 0 12 = _'(1 - 2M/R)_l/2 d0

Then the curvature 2-forms are

R°1=.-2-§M5-e°/\e‘ 23=2R—N3Ie2/\e

R e*ne

R°2=_R—1‘;Ie°/\e2 R =

R°3=_R—1‘;Ie°/\e3 R‘2=-—%Ige'/\e2,
and we easily verify that the Schwarzschild metric satisfies the Einstein equations outside the singularity

at R=0.
2. Self-dual Taub-NUT metric. One example of a metric which satisfies the Euclidean Einstein
equations with self-dual Riemann tensor is the self-dual Taub-NUT metric (Hawking [1977]):

ds*= 1AM 42y (2 ) (0,2 4 0+ 4m2 T g2

4r—m
where o, 0, and ¢, are defined in example 3.2.1 and m is an arbitrary constant. We choose

a_ 1(r+m)”2 2_ 2y 2_ 22 <'_m v }
e ——{2 dr, (f m) Oy, (" m) Ty, 2m r+m) g

and find the connections

2r 2 2m
(00 =———0 w 3= a,
Trdm % rtm*
w° =La 0’ = o
2 r+m™? rtm™?
o __4m’ ! =(2_ 4m* )a
2 (r+m)2 2z

W= TEmy %

and curvatures
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-m
R% =—R23=(r+m)3 (e®re'—e*ne’)
R% =-R?, =(__r;':1n)3 (°ne*—e*a e')

R°3=—R‘2=(r—%_mm—)3(e°/\e3—e'/\e2).

3. Metric of Eguchi and Hanson [1978]. Another solution of the Euclidean Einstein equations with
self-dual curvature is given by

ds2 — _.d_r.z__+ f2(0'xz + Uyz + (1 - (a/r)4)0'z2)

where a is an arbitrary constant. Choosing the vierbeins
e’ ={(1-(a/r)y " dr, ra,, ra,, r(1 — (a/r)*)"o.}
we find self-dual connections
w0’ = -0’ =—(1-(a/r))" o,
0% =-0* =-(1-(a/r))" o,
0’%=-w'y=-1+(a/r))o.,

and curvatures

RO, = -R?2 _2‘14 o, 1 2, 3

1= S (—e°re'+e*ne’)
2a*

R°2=—R31=—r—6—(—e°/\e2+e3/\e‘)

4a*
R%=-R',= —7(—e°/\ e+e'ned)

The apparent singularities in the metric at r = a can be removed by choosing the angular coordinate
ranges

Os0<m O=s¢<27 0=y¢<27.

Thus the boundary at © becomes Ps(R). (If 0<¢ <4, it would have been S°.) See section 10 for
further discussion.
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3.4. Complex manifolds
M 1s a complex manifold of dimension n if we can find complex coordinates with holomorphic
transition functions in a real manifold with real dimension 2n. Let z, = x, +iy. be local complex
coordinates; the conjugate coordinates are 2, = x, —iy,. We define:
019z, = 3(3/9x, —10/dyk)  3]9Zi =3(10x, +13/dy)
dzk =dxk +1dyk dfk =dx,< "idyk.

Then it is easily checked that

df = }k: (8f/dz, ) dz, + §k; (9f/3z,)dz, = of + of (3.18)
where

if = §k‘, (8fl 8z, ) dz,
of = ; (8f19z,) dz,.

If f(z) is a holomorphic function of a single variable,
of = (8ff0z)dz = 0.

In general, a function f on C" is holomorphic if f/dz, = 0 for k = 1,..., n or equivalently if 3f = 0.
If w, is another set of local complex coordinates, then

- d
de = gw; + dw, = dw, =2_w’£

dz;
7z,

_ oW, ,_
dw, = —dz,
k Z az;

We define the complex tangent and cotangent spaces in terms of their local bases as follows:
T(M)={9/6z}  TM)={9/0z}
TtM)={dz}  T¥M)={dz}.

In fact, these spaces are invariantly defined independent of the particular local complex coordinates

which are chosen. We note that T(M)® C = T M)® T.M) and T*M)R C = T*M)@ T*(M).
We can define complex exterior forms A”? which have bases containing p factors of dz, and ¢
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factors of dz,. The operators ¢ and d act as
3: C*(AP9) > C*(AP*'9),  3: C*(AP9)> C=(A™**).
Clearly we can define dw = dw + dw for any form & € A*. These operators satisfy the relations:
9w =0, 3w =0, 9w =—dw. (3.19)
We define the conjugate operators with respect to the inner product by
8=(=1y"*"""'xdx=d*=9*+9*. (3.20)

There are then three kinds of Laplacians:

A=(d+8)y
A =23+ 3*)
A" =25+ 5*Y.

Almost complex structure: A manifold M has an almost complex structure if there exists a linear map J
from T(M) to T(M) such that J>=—1. For example, take a Cartesian coordinate system (x, y) on R?
and define J by the 2 X 2 matrix

()= 0 ()-()
r()=-C)
y y
Clearly J is equivalent to multiplication by i = V-1,
i(x+iy)=ix—-y
(x +iy) = —(x +iy).

As an operator, J has eigenvalues +i. We note that, obviously, no J can be found on odd-dimensional
manifolds.

Kdhler manifolds: Let us consider a Hermitian metric on M given by
ds’=g,; dz* d2°, (3.21)

where g,5 is a Hermitian matrix. We define the Kihler form
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K =%g,,,; dz* adz®.

.5 dZ% A dz® =%g,,,i dz® rd7° =K

is a real 2-form.

A metric is said to be a Kéhler metric if dK =0, i.e., the Kihler form is closed. M is a Kihler
manifold if it admits a Kéhler metric. Any Riemann surface (real dimension 2) is automatically Kahler
since dK =0 for any 2-form. There are, however, complex manifolds of real dimension 4 which admit
no Kiahler metric.

If dK =0, then, in fact, K is harmonic and

dK =6K =0.

For a Kahler metric, all the Laplacians are equal; A=A"=A". A Kéhler manifold is Hodge if there
exists a holomorphic line bundle whose first Chern form is the Kahler form of the manifold. Hodge
manifolds are given by algebraic equations in P, (C) for some large n.

If a metric is a Kahler metric, then the set of the forms

K.KrK,...., KAKnr---AK
(n times)

are all non-zero and harmonic. They define cohomology classes in H?(M;R) for p =2,...,2n. (If the
metric is Hodge, then these are all integral classes.) P,(C) is a Kahler manifold and all of its
cohomology classes are generated by scalar multiples of the set of forms given above.

If M is any complex manifold, it has a natural orientation defined by requiring that

fKA"'/\K>0.
M

Examples 3.4
1. Flat two space. Taking z = x + 1y, we choose the flat metric

ds’=dx*+dy’=(dx +idy)(dx —idy)=dz dz.

Hence the Kiahler form is

K=%(dx+idy)/\(dx—idy)=dxAdy

which is obviously closed and coclosed. .
2. Two sphere, $*>=P,(C). We convert the standard metric on $* with radius ; into complex
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coordinates:

= dx®+dy* _ dz dz

T (xR (HEY

The Kihler form is then

idzadz dx ady

k= 2(1+zz)2 A+ x> +y%)”

Choosing vierbeins ' = dx/(1 + x>+ y?), e* =dy/(1 + x* + y?) we find
K=e'reé?
*K=1

so K 1s harmonic. We note that

K =7 ad In(1 + z2).

i

2

3. Fubini-Study metric on P,(C). The Fubini-Study metric on P,(C) is given by the Kahler form
K =% (1 + 2 z°7%)

i dz*ad?®
2(1+Ez’f*)"[

8.s(1+22727)—7°2%].

For P,(C), we find

Tdz*dz* T7dz" 7% d7°
T+2z227 (F2z22°)

ds’=

_drr+r¥e’ + o'f +0.%) r’(dr’+ra))
1+r7 1+’

_ dr2+r20,22 r2(0x2+0}2)
a+r 1+

Choosing the vierbein one-forms

e’ =dr/(1+r?), '=ra /(1 + %)
ez = I’O'y/(l + 72)”2, e3 _ I'O'z/(l + ’2)
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we find the connection one-forms

1
wol____el w23_____e1
r
w2=——ez (1)31="'e2
r
2 2
rr—1 1+2r
0’ = : & w12= - &

The curvatures are constant:
Ry=e’ne'—e’ne’ Ryy=—ere'+e*ne’
Ryp=e"re’—e’ne’ Ry=—-e’re*+e’ne’
Ros=4e°re*+2e' ' ne? Ry,=2e’re’+4e' re’
We find that the Ricci tensor is
Rap = 68,
so Einstein’s equation
Rt~ 00R = — A8y
is solved with the cosmological constant,
A =+6.
The Weyl tensor for the Fubini-Study metric is
Wabca = Rapea — 2(5ac5bd — 82aBpc ),
50 the two-forms W,, = 3W,pcq €° A ? are self-dual:
Wor=Wy=—e"ne'—e*re’
n= W31=—e°/\e2—e3/\e’
Wos= Wi =2e"re>+2e' A e

More geometrical properties of P,(C) will be explored later.
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4, §'x 8! Let ¢ be a complex number with |c[>1. On C" —{0} we introduce the equivalence
relation z=z' if z =c*z' for some integer k. The resulting quotient manifold will be a complex
manifold and will be topologically equivalent to S'xS$>7'. We suppose n=2, then
H*S R)QH*(S> ', R)=H*(S"x 5> ";R) implies that H*(S'x 8> ';R)=0, so this complex
manifold does not admit any Kdhler metric. It is worth noting that different values of the constant ¢
yield inequivalent complex manifolds (although the underlying topological type is unchanged).

5. Metrics on the group manifolds of U(n), SU(n), O(n), SO(n). Let g(¢), h(t): [0,e)—> G be two
curves with g(0) = h(0) = g,. We define a metric on G by defining the inner product of the two tangent
vectors (g'(0), h'(0)) = ~Tr(go'g'(0)go'h'(0)). It is easily verified that this is a positive definite metric
which is both left and right invariant on these groups; i.e., multiplication on either the right or the left is
an isometry which preserves this metric. Up to a scaling factor, this is the Killing metric.

4. Geometry of fiber bundles

Many important concepts in physics can be interpreted in terms of the geometry of fiber bundles.
Maxwell’s theory of electromagnetism and Yang-Mills theories are essentially theories of connections
on principal bundles with a given gauge group G as the fiber. Einstein’s theory of gravitation deals with
the Levi-Civita connection on the frame bundle of the space-time manifold.

In this section, we shall define the notion of a fiber bundle and study the geometrical properties of a
variety of interesting bundles. We begin for simplicity with vector bundles and then go on to treat
principal bundles.

4.1. Fiber bundles

We begin our treatment of fiber bundles with an informal discussion of the basic concepts. We shall
then outline a more formal mathematical approach. Suppose we are given some manifold M which we
shall call the base manifold as well as another manifold F which we shall call the fiber. A fiber bundle E
over M with fiber F is a manifold which is locally a direct product of M and F. That is, if M is covered
by a set of local coordinate neighborhoods {U.}, then the bundle E is topologically described in each
neighborhood U; by the product manifold

U xF

as shown in fig. 4.1.

A little thought shows that the local direct-product structure still leaves a great deal of information
about the global topology of E undetermined. To completely specify the bundle E, we must provide a
set of transition functions {@;} which tell how the fiber manifolds match up in the overlap between two
neighborhoods, U, N U,. We write &,; as a mapping

®,: Flu, > Fly,in U, NU,. @4.1)

as illustrated in fig. 4.2. Thus, although the local topology of the bundle is trivial, the global topology -
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- $ij: Fi—~F,

U|'\ U]

Fig. 4.1. Local direct-product structure of a fiber bundle. A vertical Fig. 42. The transition function @; defines the mapping of the
line represents a fiber associated to each point, such as p, in U;. coordinates of the fibers over U; to those over U; in the overlap
region U; N U,

determined by the transition functions may be quite complicated due to the relative twisting of
neighboring fibers. For this reason, fiber bundles are sometimes called twisted products in the
mathematical literature.

Example: The Mobius strip. A simple.non-trivial fiber bundle is the Mobius strip, which we may
construct as follows: Let the base manifold M be the circle S' parametrized by the angle 9. We cover S"
by two semicircular neighborhoods U. as shown in fig. 4.3a,

U.={0:—e<8<m+e}, U.={0:m-€e<8<2m+e=0+¢}.

We take the fiber F to be an interval in the real line with coordinates ¢ €[—1, 1]. The bundle then
consists of the two local pieces shown in fig. 4.3b,

U. X F with coordinates (6, t.), = U. x F with coordinates (0, ¢_),

and the transition functions relating ¢, to ¢_ in U, NU_. This overlap consists of two regions I and II
illustrated in fig. 4.3c. We choose the transition functions to be:

t.=t inregionl ={0: —e <0 <e}
t.=—t_inregion[I={0: m—e<0<7+e}.

Identifying ¢ with —¢ in region II twists the bundle and gives it the non-trivial global topology of the
Maobius strip, as shown in fig. 4.3d.

Trivial bundles: 1f all the transition functions can be taken to be the identity, the global topology of the
bundle is that of the direct product

E=MXF.

Such bundles are called trivial fiber bundles or sometimes simply trivial bundles. For example, if we had
set £, = t_ in both regions I and II in the example above, we would have found a trivial bundle equal to
the cylinder S* x[-1,1].

It is a theorem that any fiber bundle over a contractible base space is trivial. Thus, for example, all
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b)

0=
I
+ +
Uex F -1 t* -1 d) I@H
Et_g

UxF -

Fig. 4.3. Mébius strip. (a) The base space §' is covered by two neighborhoods U. which overlap at 8 ~ 0 and 8 ~ 7. (b) Pieces of the bundle formed by
taking the direct product of U. with the fiber [ 1, +1] having coordinates /.. (c) The overlapping regions 1 and Il of U, x F and U_ x F. (d) A non-trivial
bundle, the Mobius strip, is obtained by setting ¢, = ¢_ in region [ and 1. = —/_ in region I1.

fiber bundles over a coordinate ball in R” or over the sphere $” minus a single point are necessarily
trivial. Non-trivial fiber bundles can only be constructed when the global topology of the base space is
non-trivial.

Sections: A cross section or simply a section s of a fiber bundle E is a rule which assigns a preferred
point s(x) on each fiber to each point x of the base manifold M, as illustrated in fig. 4.4. A local section
is a section which is only defined over a subset of M. We can always define local sections in the local
patches U; X F from which the bundle is constructed. These sections are simply functions from U, into
F. The existence of global sections depends on the global geometry of the bundle E. There exist fiber
bundles which have no global sections.

Formal approach to fiber bundles

A more sophisticated description of fiber bundles requires us to define a projection = which maps the
fiber bundle E onto the base space M by shrinking each fiber to a point. If x EM, 77 '(x) is the fiber
over x; m~'(x) acts like a flashlight shining through a hole at x to produce a “light ray” equal to the
fiber. We sometimes denote the fiber F over x as F,.

We let 77'(U;) denote the subset of E which projects down to the neighborhood U, in M. By
assumption, there exists an isomorphism which maps U; X F to 7~ '(U;). This amounts to an assignment
of local coordinates in the bundle often referred to as a trivialization. It is important to observe that this
isomorphism is not canonical ; we cannot simply identify U, X F with #~'(U;). We are now ready to give
our formal description:

Formal definition of a fiber bundle: A fiber bundle E with fiber F over the base manifold M consists of a

Fig. 4.4. A local cross-section or section of a bundle is a mapping which assigns a point s of the fiber to each point x of the base.
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topological space E together with a projection 7: E - M which satisfies the local triviality condition:
For each point x € M, there exists a neighborhood U, of x and an isomorphism &, which maps U, X F
to the subset 7w '(U;) of the bundle E. Letting (x.f) denote a point of U, X F, we require that
7 (P;(x, f)) = x as a consistency condition. When we ignore the action of ®;(x, ) on the argument x, we
may regard it as an x-dependent map &, (f) taking F into F,.

The transition functions are defined as

&, =07, (4.2)

in the overlap of the neighborhoods U, and U.. For each fixed x € U; N Uj, this is a map from F onto F;
&, relates the local product structure over U, to that over U,. We require that these transition functions
belong to a group G of transformations of the fiber space F. G is called the structure group of the fiber
bundle.

The transition functions satisfy the cocycle conditions:

$, = identity
¢ij¢jk = ¢ik forx € l], N [J] N Uk.

A set of transition functions can be used to define a consistent procedure for gluing together local pieces
of a bundle if and only if the cocycle conditions are satisfied. A bundle is completely determined by its
transition functions.

Pullback bundles: Let E be a fiber bundle over the base manifold M with fiber F and suppose that
h: M'> M is a map from some other manifold M’ to M. The pullback bundle E' denoted by h*E, is
defined by copying the fiber of E over each point x = A(x') in M over the point x" in M'. If we denote a
point of M' X E by the pair (x', ¢), then

E'=h*E = {(x',e)EM' X E such that w(e) = h(x")}. 4.3)

Thus E' is a subset of M' x E obtained by restricting oneself to the curve m(e) = h(x'). [Example: let h
be the identity map and let E=M =M'=R; then x =x'is a line in R®=M'x M and E'=R.] If {U}
is a covering of M such that E is locally trivial over U, and if &;(x) are the transition functions of E,
then {h~'(U;)} is a covering of M’ such that E'= h*E is locally trivial. The corresponding transition
functions of the pullback bundle are:

D,(x")= (h*®;)x") = &, (h(x")). (4.4)

It is clear that if M = M’ and if h(x)= x is the identity map, then h*(E) can be naturally identified
with the original bundle E.

Homotopy axiom: If h and g are two maps from M’ to M, we say that they are homotopic if there exists
amap H: M'x[0,1]-> M such that H(x',0)= h(x") and H(x', 1) = g(x'). If we let h,(x')= h(x’, 1), then
we are simply smoothly pushing the map h = h, to the map g = h,. It is a theorem that if 4 and g are
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homotopic then h*E is isomorphic to g*E. For example, if M is contractible, we can let A(x)= x be
the identity map and let g(x) = x, be the map which collapses all of M to a point. These maps are
homotopic so E = h*E is isomorphic to g*E = M X F; this proves that E is trivial if M is contractible.

4.2. Vector bundles

Let us consider a bundle E with a k-dimensional real fiber F = R* over an n-dimensional base space
M ; k is commonly called the bundle dimension and we shall write dim(E') = k even though this is in reality
the dimension of the fiber alone. (The total dimension of E is of course (n + k).) E is called a vector bundle if
is transition functions belong to GL(k, R) rather than to the full group of diffeomorphisms (differentiable
transformations which are 1-1 and onto) of R*. Since GL(k, R) preserves the usual operations of addition
and scalar multiplication on a vector space, the fibers of E inherit the structure of a vector space. We can
think of a vector bundle as being a family of vector spaces (the fibers) which are parametrized by the base
space M. Clearly there is a similar notion of a complex vector bundle if we replace R* by C* and
GL(k,R) by GL(k, C).

Vector space structure on the set of sections: We can use the vector space structure on the fibers of a vector
bundle to define the pointwise addition or scalar multiplication of sections. We write sections of a vector
bundle in the form s(x)to emphasize their vector-valued nature. Thus if s (x) and s'(x) are two local sections
to E, we can define the local section (s +s) (x) = s(x) + s'(x) by adding the vaiues in the fibers. If f(x)is a
smooth continuous function on M, we can define the new section [fs](x) = s(x) f(x) by pointwise scalar
multiplication in the fibers.

Zero section: The origin {0} of C* or R* is preserved by the general linear group and represents a
distinguished element of the fiber of a vector bundle. Let s(x) = 0; this defines a global section called
the zero-section of the vector bundle. We can always choose a non-zero section in any single
neighborhood U.. If we assume that this section is zero near the boundary of U, we can extend this
section continuously to be zero outside of U,. Therefore, any vector bundle has many global sections,
although there may be no global sections which are everywhere non-zero.

Moving frames: At each point x of some neighborhood U of M, we can choose a basis
{ei(x),. .., ec(x)} for the k-dimensional fiber over x. We assume that the basis varies continuously with
x if it varies at all; such a collection of bases defined for all x in U is called a frame. If we have chosen a
local trivialization of U x C* - 7~'(U), then we can regard the e,(x) as vector-valued functions from U
into C* and the entire frame as a matrix-valued function from U into GL(k, €). The coordinate frame
is then the set of constant sections:

e(x)=(1,0,...,0)
ex(x)=(0,1,....0)



264 Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geometry

We remark that one may still discuss the notion of a frame without necessarily having chosen a local
trivialization.

A choice of frame {¢;(x)} may in fact be used to specify the isomorphism ¢ mapping U x C* >
7 '(U).fxEU InMandif z=(z,,.... 7)€ C*, we define

dix,z)= 2 e(x) 2 (x). (4.5)

This introduces a local trivialization. Clearly @(x;0,...,1,0,...,0)=¢;(x) is just the vector in the fiber
7 '(x) associated with the section e;(x).

Change of frames: Let U and U’ be two neighborhoods in M and suppose that we have frames {e;} and
{e’.} over U and U’. Let {z'} and {z"} be the respective fiber coordinates, and let @ = @, be the
GL(k, C)-valued transition function on U N U’. Then the frames, coordinates, and transition functions
are related as follows:

ej(x)=e(x) ;' (x)
z"(x)= Dy(x) 2’ (x) (4.6

@, = (i, j) element of the matrix @,,.

Hence

i ot

ez'=ez
as required. Note: reversing the order in which the transition matrix acts would interchange the roles of
right and left multiplication and would change the sign convention in the curvature from R = dw + @ A
wtoR=do-o0 r w.

Line bundles: A line bundle is a vector bundle with a one-dimensional vector space as fiber. It is a
family of lines parametrized by the base space M. If we replace the interval [-1, 1] by the real line R in
the Mobius strip example, we find a non-trivial real line bundle over the circle. If we replace [~1, 1] by
the complex numbers C, the resulting line bundle is isomorphic to §' x C and is therefore trivial. Note
that GL(1, €) and GL(1, R) are Abelian groups so right and left multiplication commute; consequently,
for line bundles, it does not matter whether we write the transition function on the left or on the right.

Tangent and cotangent bundles: We let the tangent bundle T(M) and the cotangent bundle T*(M) be the
real vector bundles whose fibers at a point x € M are given by the tangent space T,(M) or the cotangent
space T3(M). These spaces were discussed earlier; we observe that if x = (x,, . . ., x,,) is a local coordinate
system defined on some neighborhood U in M, then we can choose the following standard bases for the
local frames:

{8/dx,,...,d/dx,} forthe tangent bundle T(M)

4.7
{dx,,...,dx,} for the cotangent bundle T*(M). @7
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If U’ is another neighborhood in M with local coordinates x’, the transition functions in U N U’ are
given by:

d d ax;

—_— — .
ax; dx; ax; on T(M)
(4.8)
— gy 9% *
dx; = dx; ax! on T*(M).

The complexified tangent and cotangent bundles T(M)® C and T*(M)® C of a real manifold M are
defined by permitting the coefficients of the frames {d/dx;} and {dx;} to be complex.

If M is a complex manifold with local complex coordinates z;, we define the complex tangent bundle
T{M) to be the sub-bundle of T(M)® C which is spanned by the holomorphic tangent vectors d/3z;.
The (complex) dimension of T.(M) is half the real dimension of T(M). If we forget the complex
structure on T{(M) and consider T.(M) as a real bundle, then T.(M) is isomorphic to T(M).

Constructions on vector bundles

If V is a vector space, we define the dual space V* to be the set of linear functionals. If V and W are a
pair of vector spaces, we can define the Whitney sum V@ W and the tensor product V &) W. These
and other constructions can be carried over to the vector bundle case as we describe in what follows.

Digression on dual vector spaces: We first recall some facts concerning the dual space V* of linear
functionals. An element v* € V* is just a linear map v*: V> R. The sum and scalar multiple of linear
maps are again linear maps so V* is a vector space. If {e,, ..., e} is a basis for V and v* € V*, then
v*(e;2’) = 2’v*(e;), so the action of v* on a section is determined by the value of the linear map on the
basis. We define the dual basis {e*', ..., e**} of the dual space V* of linear functionals by

e*(e)=96; e e*(e2))=1z"

These equations show that we can regard the e*' themselves as defining coordinates on V. Similarly, the
¢; define coordinates on V*. We see that

dim(V)=dim(V*)=k.
If we change bases and set e; = e;®;;, then the new dual basis is given by
e*i - ¢;le*li = e*u’(¢t)i—il. (49)
The dual basis transforms just as a set of coordinates on V transforms.
Dual vector spaces arise naturally whenever we have two vector spaces V and W together with a.
non-singular inner product (v, w)€ R or C where v € V, w € W. Since (v, w) is a linear functional on v,

we can regard w as an element of the dual space V* whose action is defined by

w(v)= (v, w).
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Since the inner product is non-singular, we may identify W with V*. Conversely, V and V* possess a
natural inner product defined by the action of v* on v:

(v, v*Y=0v*(v).

We may regard V itself as a space of linear functionals dual to V* if we define the action of v € V by
v(0*)=(v,v*)=1v*(v).

If V is finite dimensional, we find that V** = V; this conclusion is false if V is infinite dimensional.

A simple example: Let V be the vector space of all polynomials of degree 1 or 0. Let V = W and define
an inner product by (v, w)= [y v(x) w(x)dx. If {1, x} is a basis for V, the corresponding dual basis for
W = V* relative to this pairing is {4 — 6x, —6 + 12x}.

Dual bundles: Let E be a vector bundle with fiber F,; let E* be the dual vector bundle with pointwise
fiber F%. If {;} is a local frame for E, we have the dual frame {¢*'} for E* defined by e*'(¢;)= (¢, e*') =
&;. If the transition functions of E are given by k X k matrices @, then the transition functions of E* are
given by the k x k matrices (@') .

If E=T(M) is the tangent bundle, then E* = T*(M) is the cotangent bundle. The {6/dx;} and the
{dx;} are dual bases in the usual sense and the transition matrices given earlier satisfy all the required
properties.

Whitney sum bundle: The Whitney sum V@ W of two vector spaces V and W is defined to be the set
of all pairs (v, w). The vector space structure of (v, w) is

wow)+@. . w)=(+ov,w+w') and A(v, w)=(Av, Aw).

If we identify v with (v,0) and w with (0, w), then V and W are subspaces of V@ W. If {¢;} and {f}
form bases for V and W, respectively, then {e,f;} is a basis for VO W so dim(VE® W)=
dim(V)+ dim(W).

If E and F are vector bundles over M, the fiber of the Whitney sum bundle E @ F is obtained by
taking the Whitney direct sum of the fibers of E and F at each point x €M. If dim(E)=; and
dim(F) = k and if the transition functions of E and F are the j X j matrices ¢ and the k X k matrices V¥,
respectively, then the transition matrices of E @ F are just the (j + k)X (j + k) matrices @ @ ¥ given
by:

(‘(I)’ 3,) oW (4.10)

If {e;}, {f;} are local frames for E and F, then {e,, . . ., e, fi,....[f}is alocal frame for E @ F. Clearly,
dim(E ® F)=dim(E)+ dim(F) =j + k.

Tensor product bundle: The tensor product bundle E X F of E and F is obtained by taking the tensor
product of the fibers of E and of F at each point x € M. The transition matrices for E () F are obtained
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by taking the tensor product of the transition functions of E and the transition functions of F. A local
frame for E ® F is given by {¢; ® f;} so dim(E ® F) = dim(E) dim(F).

Bundles of linear maps: 1f V and W are vector spaces, we define Hom(V, W) to be the space of all
linear maps from V into W. For example, Hom(V,R) = V* since V* is by definition the space of all
linear maps from V to R. If dim(V)=j and dim(W) = k. then Hom(V, W) can be identified with the set
of all k X matrices and is a vector space in its own right. If E and F are vector bundles, we define
Hom(E, F) to be the vector bundle whose fiber is Hom of the fibers of E and F. There is a natural
isomorphism Hom(V, W)= V*® W and similarly Hom(E, F)= E*®F. Since E** =E, the isomor-
,phism Hom(E*, F)=E ® F can be used to give an alternative definition of the tensor product.

Other constructions: Let ®”(E)=E ®---®E be the bundle of p-tensors. A?(E) is the bundle of
antisymmetric p-tensors and $”(E) is the bundle of symmetric p-tensors; these are both sub-bundles of
X" (E). If dim(E) = k, then

dim(@ (E)=k".  dim(A”(E))= (’;) dim(S”(E)) = (" * - 1).

The transition functions of A”(E) and $”(E) are p-fold tensor products of the transition functions of E
with the appropriate symmetry properties. Note that C*(A”(T*(M))) is just the space of p-forms on M.

Complementary bundles (normal bundles): If E is a real or complex vector bundle over M with fiber V
of dimension k, we can always construct a (nonunique) complementary bundle E such that the Whitney
sum E@ E =M x C' is a trivial bundle with fiber C' for some / > k. A frequent application of this fact
occurs in the construction of the tangent and normal bundles of a manifold. If M is an n-dimensional
complex manifold embedded in €™, the bundle of tangent vectors T.(M) (dimension=n) and the
bundle of normal vectors N.(M) (dimension = m —n) are both non-trivial in general. However, the
Whitney sum is the trivial n + (m — n) = m-dimensional bundle I,,:

TM)YDNM)=1,=MxC" (4.11)
Fiber metrics (inner products): A fiber metric is a pointwise inner product between two sections of a
vector bundle which allows us to define the length of a section at a point x of the base. In local

coordinates, a fiber metric is a positive definite symmetric matrix h;(x). The inner product of two
sections is then

(5.8 = hy(x) 2'(x) 27 (x), 4.12)

where 7 denotes complex conjugation. if the fiber is complex. Under a change of frame, we obviously
find

h—> (@Y hd.

A fiber metric defines a (conjugate) linear isomorphism between E and E*.
If E is a real vector bundle with a fiber metric, the fiber metric defines a pairing of E with itself and
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gives an isomorphism between E and E*. If E = T(M), the fiber metric is simply a Riemannian metric
on M; thus T(M) is always isomorphic to T*(M).

If E is a complex vector bundle, the fiber metric is conjugate linear in the second factor. This defines
a conjugate linear pairing of E with itself and gives a conjugate linear isomorphism between E and E*.
Thus in the complex case, E need not be isomorphic to E*; this fact can sometimes be detected by the
characteristic classes, as we shall see later.

Examples 4.2

1. Tangent and cotangent bundles of % Let U =$*—{(0,0,-3)} and let U'=5>-{(0,0,3)} be
spheres of unit diameter minus the south/north poles. We stereographically project these two neigh-
borhoods to the plane to define coordinates x =(x,y) and x'=(x",y'). Let r*=x’+y’ In these
coordinates, the standard metric is given by:

ds?=(1+r%) % (dx*+dy?).

The U’ coordinates are related to the U coordinates by the inversion

S0
dx’ =r~*%(r* dx — 2x (x - dx)).

The transition functions |dx’/dx| for T*(S?) are therefore given by:
byu(x)=r?6y-2xx) on U NU.

We introduce polar coordinates on R? — (0, 0) and restrict to r = 1, so that we are effectively working on
the equator S' of the sphere. Then we find

: __{—cos28 —sin26

@ (cos 8, sin 6) = (—sin 20 cos 20). (4.13)

(The transposed inverse matrix is of course the transition matrix for T(S%).) @y, represents a
non-trivial map of S’ - GL(2, R). This map is just twice the generator of 7,(GL(2,R))=2Z.

The bundles T(S?) and T*(S?) are non-trivial and isomorphic. Let I denote the trivial bundle over
$2. We can identify I with the normal bundle of §? in R? so T(S*)@ I = T(R®) = I’ is the trivial bundle
of dimension 3 over $°. Similarly T*(S*)® I = T*([R*)=I’. If we regard the transition map @y.v I
given above as a map from S’ to GL(3, R), then it is still twice the generator. Since 7,(GL(3,R)) = Z,,
the map is null homotopic and T*(S*)@ I is trivial.

2. The natural line bundle over projective space. We defined P,(C) to be tne set of lines through the
originin C"*'. Let I"*' = P,(C) x C"*' be the trivial bundle of dimension n + 1 over P,(C). We denote
a point of """ by the pair (p, z); scalar multiplication and addition are performed on the second factor
while leaving the first factor unchanged in this expression. Let L be the sub-bundle of I"*' defined by:

L={(p, z)el""" =P,(C)x C"*' such that z € p}. (4.14)
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In other words, the fiber of L over a point p of P,(C) is just the set of points in C"*' which belong to
the line p.

In example 2.1.3 we defined coordinates ¢ = z,/z; on neighborhoods U; ={p: z;(p) # 0}. On U,, we
define the section s; to L by:

SI(P)’—‘({(()')(P)’ R 1*- .. »(51')(17))

The transition functions are 1 X 1 complex matrices —i.e. scalars:
sc(p) = (i) 's;(p).

Since the transition functions are holomorphic, L is a holomorphic line bundle.

The dual bundle L* has sections s’ so that 57(s;) = 1. (Note: since we have a line bundle, a frame is
given by a single section. The subscripts here refer to different coordinate systems and not to elements
of a frame.) The transition functions act as

st =s300

We now interpret the {s7}} as homogeneous coordinates on P,(C), since it is clear that
s3(p) =z,

Note that s} =0 whenever z; =0, i.e. whenever p is not in the neighborhood U, The ratio of these
global sections may be used to define the inhomogeneous coordinates (.
Note: L* has global holomorphic sections s whose zeroes lie in the complement of U, which is just a
projective space of dimension (n —1). The bundle L does not have any global holomorphic sections;
since ;57 =1 and s} =0 on the complement of U, s; must blow up like z;' on the complement of U..
The s; are therefore meromorphic sections of L.

We define the line bundle L* by:

L*® - ®L* ifk<0
L°=1 (the trivial line bundle) (4.15)
L® -®L ifk>0.
Because LQL* =1, L'®L* = L’** for all integers j, k. Any line bundle over P,(C) is isomorphic to
L* for some uniquely defined integer k. The integer k is related to the first Chern class of L* as we shall

see later.
Let T(P.(C)) and T*(P.(C)) = A"°(P,(C)) be the complex tangent and cotangent spaces. Then:

I®T(P.(C)=L*D---@L* (atotalof n + 1 times)
IPTUP.(C)=LD---@L (atotalof n + 1 times).

(This identity does not preserve the holomorphic structures but is an isomorphism between complex
vector bundles.)
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3. Relationship between T(S?) and L*. Using the relations $* = P,(C) and T($?) = T(P,(C)), we may
combine the two previous examples for n =1 to show

T*S)=L®L, T(S)=L*®L*. (4.16)

We prove these relationships by recalling that we may choose complex coordinates on §* of the form
{o=2z/zoon Uyand ¢, = z4/z, = {i' on U,. We choose the basis of T*(5?) to be d{, on U, and —d{, on
U,. The transition functions are given by

(=d¢i) = {o*(ddo).

The local sections

S(1=(l~{())’ S.=({6'.1)

of L give the transition function s, = {5's,. The L ® L transition functions are thus

S|®31 = {625()@)50,

so T*($?) and L ® L are isomorphic bundles. The isomorphism between T(§%) and L* ® L* is obtained
by dualizing the preceding argument.

4.3. Principal bundles

vector bundle is a fiber bundle whose fiber F is a linear vector space and whose transition functions
belong to the general linear group of F. A principal bundle P is a fiber bundle whose fiber is a Lie group
G (which is a manifold); the transition functions of P belong to G and act on G by left multiplication.
We can define a right action of G on P because left and right multiplication commute. This action is a
map from P X G- P which commutes with the projection r, i.e.

w(p-g)=m(p) foranygE€Gandp EP.

We remind the reader that the roles of left and right multiplication may be reversed if desired.

We can construct a principal bundle P known either as the frame bundle or as the associated principal
bundle from a given vector bundle E. The fiber G, of P at x is the set of all frames of the vector space
F. which is the fiber of E over the point x. In order to be specific, let us consider the case of the complex
vector space of k dimensions, F = C*. Then the fiber G of the frame bundle P is the collection of the
k x k non-singular matrices which form the group GL(k, C); i.e., G is the structure group of the vector
bundle E.

The associated principal bundle P has the same transition functions as the vector bundle E. These
transition functions are GL(k, C) group elements and they act on the fiber G by left multiplication. On
the other hand the right action of the group G = GL(k, C) on the principal G bundle P takes a frame
e ={e,, ..., e/} to a new frame in the same fiber

e-g={eg, ...,egut  (sumover i isimplied) (4.17)
for |g,| € GL(k, C).
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If P is a principal G bundle and if p is a representation of G on a finite-dimensional vector space V,
we can define the associated vector bundle P X ,V by introducing the equivalence relation on P X V:

(p.p(g)-v)=(p-gv) forallpEP,vEV,gEQG. (4.18)

The transition functions on P x,V are given by the representation p(®) applied to the transition
functions @ of P. If P is the frame bundle of E and if p is the identity representation of G on the fiber
F, then P X ,F = E. In this way we may pass from a vector bundle E to its associated principal bundle P
and back again by changing the space on which the transition functions act from the vector space to the
general linear group and back.

Unitary frame bundles: If E is a vector bundle with an inner product, we can apply the Gram-Schmidt
process to construct unitary frames. The bundle of unitary frames is a U(k) principal bundle if E is
complex and an O(k) principal bundle if E is real. If E is an oriented real bundle, we may consider the
set of oriented frames to define an SO(k) principal bundle.

If E is a complex vector bundle with an inner product and if the transition functions are unitary with
determinant 1, we can define an SU(k) principal bundle associated with E. However, not every vector
bundle admits SU(k) transition functions; the first Chern class must vanish.

Local sections: If y(x) is a local section to P over a neighborhood U in M, we can use right
multiplication to define a map

O:UxG-»7"'(U),

where @(x, g) = y(x) - g. This gives a local trivialization of P. A principal bundle P is trivial if and only
if it has a global section; non-trivial principal bundles do not admit global sections. (The identity element
of G is not invariant so there is no analog of the zero section to a vector bundle.)

Lie algebras: The Lie algebra ¢ of G is the tangent space T,(G) at the identity element e of G. By using
left translation in the group, we may identify ¢ with the set of left-invariant vector fields on G. Let 4*
be the dual space. We can identify ¢* with the left-invariant 1-forms on G. Let {L,} be a basis for ¢ and
let {¢.} be the dual basis for ¥*. The {L,} obey the Lie bracket algebra

(Lo, Ls] = favcLe, (4.19)
where the f,,. are the structure constants for 4. The Maurer—Cartan equation

dda = fuscts A @, (4.20)
is the corresponding equation for ¥*.

Examples 4.3

1. Principal Z, bundle. One of the simplest examples of a principal fiber bundle is obtained from the
Mobius strip example with M = S by replacing the line-interval fiber F =[—1, 1] by its end points +1.
These end points form a group under multiplication

22 = SO={+1, "‘1},
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and we have a fiber which is a group manifold. The transition functions @ are Z, group elements and
act on the fiber F =Z, by the group multiplication. We let M = S' be covered by two neighborhoods,
so there are two overlapping regions I and II. Then we can construct two different types of bundles in
the following way;
trivial bundle: @, = @y E =S'x2, = two circles;

non-trivial bundle: @, = -@y;, E = double covering of a circle.

These bundles correspond to the boundaries of a cylinder and a Mdbius strip.
2. Magnetic monopole bundle. We shall see later that Dirac’s magnetic monopole corresponds to a

principal U(1) bundle over S°. We construct this bundle by taking

Base M = §%; coordinates (0, ¢), 0<0<w 0<¢ <27

Fiber F=U(1)=S§"';  U(1) coordinate e'.
We break $° into two hemispherical neighborhoods H. with H, NH_ a thin strip parametrized by the
equatorial angle ¢, as shown in fig. 4.5. Locally, the bundle looks like

H.xU(1), coordinates (6, ¢;e"*)

H xU(l), coordinates (8, ¢;e'").

The transition functions must be functions of ¢ along H. N H_ and must be elements of U(1) to give a
principal bundle. We therefore choose to relate the H, and H_ fiber coordinates as follows:

e =e"? e (4.21)

n must be an integer for the resulting structure to be a manifold; the fibers must fit together exactly
when we complete a full revolution around the equator in ¢. This is in essence a topological version of
the Dirac monopole quantization condition.

For n =0, we have a trivial bundle

P(n=0)=8>xS".

Fig. 4.5. The magnetic monopole bundle, showing the two hemispherical neighborhoods H. covering the base manifold M = $% A fiber U(1)=S"
parametrized by ¢ is attached to each point of H.. The intersection of H. at @ ~ #/2 is a strip parametrized by &.
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The case n =1 is the famous Hopf fibering (Steenrod {1951]; Trautman [1977]) of the three-sphere
Pn=1)=8§

and describes a singly-charged Dirac monopole. For general n, we have a more complicated bundle
corresponding to a monopole of charge n.
Remark: n corresponds to the first Chern class and characterizes inequivalent monopole bundles.

3. Instanton bundle. Another interesting principal bundle corresponds to the Yang-Mills instanton.
We take the base space to be compactified Euclidean space-time, namely the four-sphere, and the fiber
to be the group SU(2):

Base M =§*; coordinates (6, ¢, ¥, r)
Fiber F =SU(2)=S?, coordinates (a, B, ).

We split $* into two “hemispheres” H. whose boundaries are $¥’s. Thus we may parametrize the thin
intersection of H, with H_ along the “‘equator” of $* by the Euler angles (8, ¢, ¥) of S*. Using the
standard construction, we have a representation A (6, ¢, ¢) of SU(2),

oS e d
T x+1y—rcoszexp2(¢/;+¢)

= rsin e (g -
z+1t—rsmzexp2(¢ ®)

where the A are the Pauli matrices. The fiber coordinates are similarly given by SU(2) matrices
g(a, B, v) depending on the group Euler angles (a, 8, ¥).
Thus we have the local bundle patches
H. xSU(2), coordinates (8, ¢, ¢, r;a., B, v+)
H_xSU(2), coordinates (8, ¢, ¢, r;a_,B-,y-).

In H, N H_, we construct the transition from the SU(2) fibers g(a., B+, v+) to gla_, B, y-) using
multiplication by the SU(2) matrix h(6, ¢, ¢);

gla_,B_,y-)=h"(6,4,¢)g(a.,B., 7). (4.22)

The power k of the matrix h(6, ¢, ) must be an integer to give a well-defined manifold.
For k =1, we get the Hopf fibering of S” (Steenrod [1951]; Trautman [1977]),

Pk=1)=§"

This is the bundle described by the single-instanton solution (Belavin et al. [1975]). More general
instanton solutions describe bundles with other values of k.

Remark: k corresponds to the second Chern class and characterizes the equivalence classes of instanton
bundles.
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4.4, Spin bundles and Clifford bundles

We have concentrated in most of this section on vector bundles and principal bundles whose fibers
had structure groups such as O(k) and U(k). Another important type of vector space which may appear
as a fiber is a space of spinors. The structure group of a spinor space is the spin group, Spin(k). For
example, the spin group corresponding to SO(3) is just its double covering, Spin(3)=SU(2). The
principal spin bundles associated with a bundle of spinors have fibers lying in Spin(k). We note that not
all base manifolds admit well-defined spinor structures; spinors arising from the tangent space can only
be defined for manifolds where the second Stiefel-Whitney class (described in section 6) vanishes.

Spinors must in general belong to an algebra of anticommuting variables. Such variables are a special
case of the more general notion of a Clifford algebra, which may also be used to define a type of fiber
bundle. For example, if we start with a real vector bundle E of dimension k, we can construct the
corresponding Clifford bundle, CIff(E), as follows. The sections of Cliff(E) are constructed from
sections s(x) and s'(x) of E by introducing the Clifford muitiplication

s 8 +s5 - 5=2(s5"), (4.23)

where (s, s') is the vector bundle inner product. Cliff(E) is then a 2*-dimensional bundle containing E as
a sub-bundle. The Clifford algebra acts on itself by Clifford multiplication; relative to a matrix basis, this
action admits a 2* x2* dimensional representation of the algebra. For k =1, we find a 2x2 Pauli
matrix representation, while for k =2, we have the 4 X 4 Dirac matrices.

We note that there is a natural isomorphism between the exterior algebra bundle A*(E) and the
Clifford bundle, Cliff(E). For example, the 16 independent Dirac matrix components 1, ys, ¥,., ¥.¥s and
[¥u, ¥.] can be matched with the elements 1, dx' A dx* A dx® A dx*, dx*, €..a, dx” A dx* A dx” and
dx* ndx” of A*.

For further details, see Chevalley {1954] and Atiyah, Bott and Shapiro [1964].

5. Connections on fiber bundles

So far, we have only considered fiber bundles as global geometric constructions. The notion of a
connection plays an essential role in the local differential geometry of fiber bundles. A connection
defines a covariant derivative which contains a gauge field and specifies the way in which a vector in the
bundle E is to be parallel-transported along a curve lying in the base M. We shall first describe
connections on vector bundles and then proceed to treat connections on principal bundles. We shall
give several examples, including the Dirac monopole and the Yang-Mills instanton.

5.1. Vector bundle connections
The Levi-Civita connection on a surface in R*

The modern concept of a connection arose from the attempt to find an intrinsic definition of
differentiation on a curved two dimensional surface embedded in the three dimensional space R* of

physical experience. We take the unit sphere §° in R’ as a specific example. Let the coordinates

x(8, )= (sin @ cos p,sin @sing,cos§), 0<=0=<m0=¢ <27
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parametrize the sphere. We observe that x(f, ¢) is also the unit normal. The Riemannian metric
induced by the chosen embedding is given by:

_(09x-c?(,x ng-ad,x)_(l 0 )
8i = dsX * 3pX  dpx - dpx)  \0 sin’ @

so that
ds?>=d#*+sin’ 0 d¢°.
The two vector fields

U, = dox = (cos 6 cos ¢, cos @ sin ¢, —sin 6)

u, = d,x = (—sin 8 sin ¢, sin 6 cos ¢, 0)

are tangent to the surface and span the tangent space provided that 0 <8 < = (i.e., away from the north
and south poles, where this parametrization is singular). Clearly, any derivative can be decomposed as
shown in fig. 5.1 into tangential components proportional to u, and u,, and a normal component A
proportional to x. We identify u, and u, with the bases 3/d6 and d/d¢ for the tangent space because

f(x)/36 = u, - dffox,  3f(x)/ap = u> - of/ox

where f(x) is a function on R*.

Our goal is now to differentiate tangential vector fields in a way which is intrinsic to the surface and
not to the particular embedding involved.

First we compute the ordinary partial derivatives

de(u1) = (—sin 8 cos ¢, —sin 6 sin ¢, —cos #) = —x

cos @

0y (1) = 9o (u2) = (—cos 0 sin ¢, cos § cos ¢,0) =" —

u;
34 (uz) = (—sin 8, cos ¢, —sin @ sin ¢, 0) = —sin® x — cos 6 sin G u,.

We define intrinsic covariant differentiation V, with respect to a given tangent vector X by taking the

Fig. 5.1. Normal direction /i and tangential directions u; and u at a point (6, ¢) of S? embedded in R>.
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ordinary derivative and projecting back to the surface. V is then the directional derivative obtained by
throwing away the normal component of the ordinary partial derivatives:

Vo (u))=0
V.(u:) =V (u,)=cot fu,
V.(u;)=—cos @sinfu,.
V is the Levi-Civita connection on S°. Using the identification of (u,, u,) with (3/36, 8/d¢), we write
Vo=V, Vs =V,
Now the Christoffel symbol is defined by
Va(w)=wl"; or V,(d)=T"d
where 4, = 9/36, 3, = d/d¢. Then, in our example, we find
I*,=r*,=cot8, TI'y,=-cosfsinfd, I*;=0otherwise.

Geodesic equation: Suppose x(t) is a curve lying on S>. This curve is a geodesic if there is no shear, i.c.,
the acceleration ¥ has only components normal to the surface. This condition may be written

V.(x)=0. (.1

For example, if we consider a parallel to latitude x(¢t)=x(6 =6,, ¢ =1) then x = u, and V.(x)=
—cos 6, sin 8, u,. This curve is a geodesic on the equator, 8, = 7/2. The curves x(¢)=x(0 =1, ¢ = ¢y)
always satisfy the geodesic equations because ¥ = u, and V,(¥) = 0; these are great circles through the
north and south poles.

Parallel transport: The Levi-Civita connection provides a rule for the parallel transport of vectors on a
surface. Let x(f) be a curve in S* and let s(f) be a vector field defined along the curve. We say that s is
parallel transported along the curve if it satisfies the equation

V.(s)=0,

i.e., § is normal to the surface. Given an initial vector s(f,) and the connection, s(f) is uniquely
determined by the parallel transport equation.

Parallel translation around a closed curve need not be the identity. For example, let x be the
geodesic triangle in $* connecting the points (1,0,0), (0,1,0) and (0,0,1). x consists of 3 great
circles:

(cos (t), sin (1), 0) t €10, #/2]
x(t) = { (0, sin (t), —cos () t€[n/2, 7]
(=sin (1),0,—cos (1)) ¢t €[ 37/2].
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Let s(0) be the initial tangent vector

s0)=(0,,B8)
at (1,0, 0). When we parallel transport s(0) along x(¢) using the Levi-Civita connection we find

(—a sin (1), « cos (), B) t€(0, #/2]
s(t)= 3 (—a, B cos (t), B sin (1)) tE€ ()2, 7]
(e cos(t),—B,—asin(t)) t€[m3n/2)].

One may verify that s(¢) is continuous at the corners #/2, 7 and satisfies V:(s) = 0, since ds/dt is normal
to the surface. Parallel translation around the geodesic triangle changes s from s(0)= (0, a,B8) to
s(37/2) = (0, —B, a), which represents a rotation through /2 (see fig. 5.2). Note that #/2 is the area of
the spherical triangle.

Holonomy: Holonomy is the process of assigning to each closed curve the linear transformation
measuring the rotation which results when a vector is parallel transported around the given curve. In
our example, the holonomy matrix changing s(0) to s(37/2) is

10 O
01 0

The set of holonomy matrices forms a group called the holonomy group. The non-triviality of holonomy
is related to the existence of curvature on the sphere: parallel transport around a closed curve in a plane
gives no rotation.

General definitions of the connection

In the general case, there is no natural embedding of a manifold M in Euclidean space. Thus, even
for the tangent bundle, it is meaningless to talk about normals to M. The problem is even more difficult
for a general vector bundle. Therefore, we now proceed to abstract the intrinsic features of the
Levi-Civita connection which allowed us to discuss parallel translation.

(0,0,1)

{0,1,0)

Fig. 5.2. Paralle! transport of a vector around a spherical triangle.
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Background: Let E be a general vector bundle. On each neighborhood U we choose a local frame
{ei, e .. .. e.} and express vectors in 7~ '(U) in the form

k
Zzz e,-Z'.

=1

This gives a local trivialization of 7 '(U)= U x F and defines local coordinates (x, z). The vectors e
themselves have the form

e=(0,...,0,1,0,...,0)

in each local frame. This, however, does not mean that ¢, is a constant vector on M since the local
frames may be different in each neighborhood. The dependence of e; on x due to the change of the
local frame is dictated by the rule of covariant differentiation described below. A local section to the
bundle is a smooth map from U to the fiber and can be regarded as a vector-valued function,

k
s(x)= ; e(x)z'(x).
The tangent space T(E) and the cotangent space T*(E) of the bundle may be assigned the local bases
T(E): (d/dx*.d/dz")
T*(E): (dx*,dz").

We now give a series of equivalent definitions of a connection on a vector bundle.

(1) Parallel transport approach. The Levi-Civita connection lets us take the directional derivative of a
tangent vector field and get another tangent vector field. We generalize this concept for vector bundles
as follows: Let X be a tangent vector and let s be a section to E. A connection V is a rule Vx(s) for
taking the directional derivative of s in the direction X and getting another section to E. The
assignment of a connection V in a general vector bundle E provides a rule for the parallel transport of
sections.

Let x(¢) be a curve in M; we say that s(¢) is parallel-transported along x if s satisfies the differential
equation

V.(s)=0. (5.2)

There always exists a unique solution to this equation for given initial conditions. The generalized
Christoffel symbols I”,; giving the action of a connection V on a frame of the bundle E are defined by

V,;/,;x“ (e,') = e,ri#i.
We recall that we may associate the operator d/d¢ with x* because

df(x)/de = x* offax*.
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In terms of the Christoffel symbols, the parallel transport equation takes the form
V:(5)=Vauleiz')=Vya(e)z' + ez’
= X* (Vo (€)2' + €0,27)
=x4e(lM,z' +4,2)=0.
Note: we have implicitly made use of various properties of Vx(s) which we will formalize later.
(2) Tangent space approach. Parallel transport along a curve x(¢) lets us compare the fibers of the

bundle E at different points of the curve. Thus it becomes natural to think of /ifting a curve x(¢) in M to
a curve

c(t)=(x*(1), 2'(1))

in the bundle. Differentiation along ¢(t) is defined by

where z' is given by solving the parallel transport equation:
F+T e =0. (5.3)

Thus we may write

dt ax* 9z
where
0 o9
Du - Ix* F#i azi (54)

is the operator in T(E) known as the covariant derivative.
We are thus led to define a splitting of T(E) at x €U into verfical component V(E) with basis
{9/6z'} lying strictly in the fiber and a horizontal component H(E) with basis {D, }:

T.(E)= V.(E)® H.(E)

(2
basis = (az" D,L).

This splitting is illustrated schematically in fig. 5.3.



280 Eguchi. Gilkey and Hanson, Gravitation. gauge theories and differential geometry

d

ET = vertical

./ D, = horizontal
) ! 9
ax*

Fig. 5.3. Splitting the tangent space T(E) of the bundle into vertical and horizontal components.

(3) Cotangent space approach. In the cotangent space approach, one considers a vector-valued
one-form

o =dz'+I,; dx* 2 (5.5)

in T*(E) which is essentially the deviation from the parallei transport law given above. We observe that
' is the unique non-trivial solution to the conditions

(@', D,)=0.
(w', 8/927) = 8. (5.6)

Conversely, these conditions determine D,, if o' is given. The connection one-form ' annihilates the
horizontal subspace of T(E), and is, in some sense, dual to it.
We now introduce the matrix-valued connection one-form I', where

I-’ij = ri“, dx#.
The total covariant derivative V(s) is defined by

V(is)=e®dz'(x)+ e @ T2’ (x) . (5.7

which maps C(E) to C*(E ® T*(M)). Note that this is the pullback to M (using the section z‘(x)) of a
covariant derivative in the bundle given by

V(Z)=e ®w ,  (Z=ez'€n(U)),

where o' belongs to T*(E) rather than T*(M). The total covariant derivative contains all the
directional derivatives at the same time in the same way that df = (3f/dx*)dx* contains all the partial
derivatives of f.

(4) Axiomatic approach. We began this section by discussing covariant differentiation as a direc-
tional derivative. We now formalize the properties of covariant differentiation that we have been using
implicitly in the previous approaches. The axiomatic properties of the connection Vx (s) are
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1. Linearity in s:
V(s +5)=Vx(s)+Vx(s)
2. Linearity in X:
Vx+x{s)=Vx(s)+Vx(s)
3. Behaves like a first-order differential operator:
Vx(sf)=s- X(f)+ (Vx(s))f
4. Tensoriality in X:
Vix (s) = fVx(s)
where s(x) is a section to E, X is vector field on M and f(x) is a scalar function. These are clearly
desirable properties which are straightforward generalizations of the features of the Levi-Civita
connection.
The axiomatic properties of the fotal covariant derivative V are:
1. Linearity in s:
V(s +s)=V(s)+ V(s
2. Behaves like a first-order differential operator:
V(sf)=s ®df + V(s)f.
The relationship between these two differential operators is given by

1. V(s) =V (s)® dx*

(5.8)
2. Vx(S) = <V(S), X)»
where X € C7(T(M)) and V(s) € C*(E ® T*(M)).
One can extend total covariant differentiation to p-form-valued sections of E by the rule
Vs®8)=V(s)r0+s®de (5.9)

where s € C(E) and 6 € C(A*(M)). V thus extends to a differential operator with the following.
domain and range:

V:C(E®A?(M))-> C(E® AP (M)).
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(5) Change of frame approach. Under a change of frame,
e;=ed;'(x), 2" = @y(x)z’,
and sections are invariant:
s(x)=ez' =eiz" =s'(x).
We see that
Ve)=Ve)® P, +e®dD; =€l
where
=@, e, + o, dd;;, (5.10)

so the connection 1-form I™; transforms as a gauge field rather than as a tensor. We may in fact define a
connection as a collection of one-forms I''; obeying the transformation law (5.10).

Using eq. (5.10), we can check that V is independent of the choice of frame and is thus well-defined
in the overlap region U N U'. We find

Vis)=V(ez')=¢ @'z +e®dz =, Q2" +e;®dz".

5.2. Curvature

The curvature of a fiber bundle characterizes its geometry. It can be calculated in several different
equivalent ways corresponding to the different approaches to the connection.

(1) Parallel transport. Curvature measures the extent to which parallel transport is path-dependent. If
the curvature is zero and x(r) is a path lying in a coordinate ball of M, then the result of parallel
transport is always the identity transformation (this need not be true if the path encloses a hole, as we
shall see later when we discuss locally flat bundles). For curved manifolds, we get non-trivial results:
parallel transport around a geodesic triangle on S? gives a rotation equal to the area of the spherical
triangle.

A quantitative measure of the curvature can be calculated using parallel transport as follows: Let
(x', x*,...) be a local coordinate chart and take a square path x(¢) with vertices, say, in the 1-2 plane.
Let H;(r) be the hclonomy matrix obtained by traversing the path with vertices (0,0,0,...),
0,7'2,0,...), (', 72,0, .. ), (r'%,0,0, .. .). Then the curvature matrix in the 1-2 plane is

Ri(1.D) =2 (o) -0 (5.11)

The correspondence between this curvature and those to be introduced below may be found by
expanding the connection in Taylor series.
(2) Tangent space. The curvature is defined as the commutator of the components D,, of the basis for
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the horizontal subspace of T(E),
[D..D,]=—-R',.z' 3/3z', (5.12)
where R',,, can be expressed in terms of Christoffel symbols as
R, =08,I",-0,T",+TTy—TT,.

i

Note that the right-hand side of eq. (5.12) has only vertical components. R',., is interpretable as the
.obstruction to integrability of the horizontal subspace.
(3) Cotangent space. In this approach, the curvature appears as a matrix-valued 2-form
R =dI',+ ' AT* =3R',,, dx* A dx". (5.13)
We observe that Rz’ is the covariant differential of the one-form w' € T*(E):
RZ =dew'+ " A’
Note that although o' has dz* components, they cancel out in R,
(4) Axiomatic formulation. Curvature measures the extent to which covariant differentiation fails to
commute. We define the curvature operator as
R(X,Y)(s)=VxVy(s)=VyVx(s)— Vix.vs), (5.14)
where
99 NeV=eR
R(ax‘“ axv) (€)= eR,...
The axiomatic properties of the curvature operator are
1. Multilinearitv:
RIX+X.Y)(s)=R(X,Y)(s)+R(X',Y)(s)
2. Anti-symmetry:
R(X,Y)(s)=-R(Y, X)(s)
3. Tensoriality:

R(fX,Y)(s)=R(X,fY)(s)=R(X, Y) (fs)
=fR(X, Y)(s)

where X and Y are vector fields, s(x) is a section and f(x) is a scalar function.
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The total curvature R is a matrix-valued 2-form given by
R(s)=V(s)=V(e® Iz +¢ ®dz’)
= €y ®rk,- /\F",-Z' +ek®(drk,‘2i —rk,' A dzj)+ek ®Fk,' /\dzj+0
=e. ®R"z". (5.15)
The matrix R =R’ is also given by

A
ax*’ ax*

R=%R< )dx“/\dx“

acting on a section s. The axiomatic property of R is just the statement that it is a 2-form valued linear
map from E-~E.
(5) Change of frame. By using (5.13), we find that R’; transforms as

Ru‘]_ — (DikRk[(d’ —l)lj

under the change of frame (4.6) and (5.10). Hence by (5.15) R(s) is in fact invariant under a change of
frame.

The curvature can be regarded as an obstruction to finding locally flat (i.e., covariant constant)
frames. Given e, let us attempt to find a new frame e’; = ¢;@ ;' which is locally flat. If we set V(e’;) =0,
we find the matrix differential equation

Oro'+ddo'=0.
This equation is solved if I" is a pure gauge,
Fil_ - _(‘d¢—l)l‘k ¢ki — (¢—l)ik d@k}_.

If I obeys this equation, the curvature vanishes. Conversely, by the Frobenius theorem, if the curvature
vanishes, I" can be written as a pure gauge.

5.3. Torsion and connections on the tangent bundle

One advantage of the cotangent space formulation (5.7) of the vector bundle connection V is that it is
independent of the coordinate system {x“} on M. Furthermore, multiple covariant differentiation of an
invariant one-form such as p, dx* is independent of the connection chosen on the cotangent bundle
T*(M). However, if we choose to differentiate the individual tensor components z°,, of the covariant
derivative of a section s(x)=¢, z'(x) of a vector bundle, we must specify in addition a connection on
T*(M) to treat the “u” index. (We will show in the next section that connections on T(M) give natural
connections on T*(M), and vice-versa.) Torsion is a property of the connection on the tangent bundle
which must be introduced when we examine the double covariant derivative. We have already
encountered torsion in section 3 when we studied metric geometry on Riemannian manifolds. Here we
extend the notion to general vector bundles.
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Let {I",,;} be the Christoffel symbols on the vector bundle E, and let {y",..} be the Christoffel symbols
on T(M). We define the components of the double covariant derivative of a section s(x) = e;z’(x) as

2, =0,00.2' + 2+ T (3,2 + T z*)— ¥ (32" +T\27).

(The sign in front of y*,, follows from the requirement for lowering indices to get the connection on
T*(M).) The commutator of double covariant differentiation on a section yields the formula

Z .:u w zi;u;u. = _Ri}'y.vzj _ TA;.wZi;M (516)

where we have introduced a new tensor, the forsion,

A

TAuv = YA;W —Y

Multiple covariant differentiation can be written schematically in the form
C*(E) >C(E ® T*(M)) >C™(E ® T*(M)® T*(M)),

which again emphasizes the requirement for a connection on T*(M), or equivalently on T(M).
Note: We remark that the multiple covariant derivative treated here is not the operator V* used to
define the curvature 2-form, since V* is independent of the connection on 7*(M) and has values in
C™(E @ A(T*(M))).
Axiomatic approach to torsion: We define the torsion operator on T(M) by

T, Y)=VxY-V,X-[X Y]

This is a vector field with components
9 I N_(p _p I
T(axu’ aXV) - (7 1 4 Vﬂ-) axA~

Levi-Civita connection: Once a metric (X, Y)= g,.x*y” has been chosen, the Levi-Civita connection
on T(M) is uniquely defined by the properties

1. Torsionfree:  T(X,Y)=0 (5.17)
2. Covariant constancy of metric: ~ d(X, Y)=(VX, Y)+(X,VY).
These conditions were discussed in detail in section 3.

5.4. Connections on related bundles

Dual bundles: If E and E* are dual vector bundles with dual frame bases {e¢;} and {e*'}, the connection
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V* on E* is defined by the requirement that the natural inner product between sections s and s* be
differentiated according to the following rule:

d(s, s*) =(V(s), s*) + (s, V*(s*)).
In other words,

V(e)=el”,, dx*

V*(e*')=—e*T",, dx*.

If E has a fiber metric, we may identify E with E* using a conjugate linear isomorphism. The
connection V is said to be Riemannian f V=V* ie.,

r,=-r, (5.18)

relative to an orthonormal frame basis. The curvature of a Riemannian connection relative to an
orthonormal frame basis is anti-symmetric:

R, =-R’. (5.19)
The Levi—Civita connection on T(M) is the unique torsion-free Riemannian connection.

Whitney sum bundle: 1f E and F are vector bundles with connections V and V', there is a natural
connection V@ V' defined on E @ F by the following rule:

VOV (sDs)=V(s)DV(s).
In other words,
VOV (e®f)=ea @ dx* @i, dx*. (5.20)
The curvature is given by the direct sum of the curvatures of E and F.
Tensor product bundle: There is a natural connection V" defined on E & F by the following rule:
Vis®s)=(VR1+1R®V)s®s)=V(s)®s +s®V'(s").
The curvature of V" is given by
R'=R®1+1®R" (5.21)

Pullback bundle: Let f: M —» M’ and let V' be a connection on the vector bundle E’ over M'. There is a
natural pullback connection V = f*V’ with Christoffel symbols which are the pullback of the Christoffel
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symbols of V', that is:

5xla
o gxt

I"iuj — Fli

The curvature of V is the pullback of the curvature of V'

i _ipe [9x"x"™  9x' ox'®
R =3R ’“B<ax“ ox”  Ix” ax“)'
Projected connections: Let E be a sub-bundle of F and let 7: F — E be a projection. If V is a connection
on F, we can define the projected connection V™ on E by

V7 (s)=m(V(s))

where s is a section of F belonging to the sub-bundle E. Note that the curvature of V™ may be
non-trivial even if the curvature of V is zero. (Our introductory example deriving the Levi-Civita
connection on S? embedded in R* was in fact of this type.)

If 7 is an orthogonal projection relative to some fiber metric and V is Riemannian, then V™ is
Riemannian.

Examples 5.4
1. Complex line bundle of P,(C). Let L be the line bundle over P,(C) defined in example 4.2.2. This

is a natural sub-bundle of P,(C)x C>. We denote a point of the bundle L by (x; zo, z;), where (zo, z,) lie
on the line in C? corresponding to the point x in P,(C). The natural fiber metric on L is given by

((x; zo, 21), (x; wo, Wl))= ZoWo+ Z Wy

(This is induced by the canonical metric on C2)
Now let

h(x; zo, 2)) = |zo* + |2,
be the length of a point in L and form a connection w lying in T*(L) given by

Z—()dZo+ Z-l le
202+ 212 )

w=h""'0h=
The curvature then is
N=do+oreo=@+3)(h"'h)+0=—-33Inh.

In order to carry out practical computations, we choose a gauge (that is a local section of L) with
coordinates (x; {;®, 1).
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Here

(()l)=2()/21 =y +iv

for u, v €ER. Then we compute
h=1+u>+v?

0 =53 In(1+u? + v?) = ﬁ_(lﬁd: " f)v)z .

We recognize this from section 3.4 on Kahler manifolds as (2i) times the Kahler form for § = P,(C).
We thus can read off the metric directly from (2.

Remark 1: In some sense w = h~' dh is a “pure gauge” with respect to a curvature involving only 3. We
find non-trivial full curvature because {2 involves d = (3 + d).

Remark 2: The Fubini-Study metric on P,(C) can be defined in this same manner by taking

n
h(x;20, 21, ..., 20) = 2()|zi|2.
~

Remark 3: The same construction works for an arbitrary holomorphic line bundle over an arbitrary
complex manifold once a fiber metric is chosen.

2. Vector bundles over S™. If we let n =2I, the trivial bundle $" x C? can be split into a sum of
non-trivial bundles E. by constructing a projection operator I1.: §" X C? > E.. To accomplish this, we

embed S" in R**' using coordinates (x,,..., x,.;)ER"*" and consider the set of 2' x2' self-adjoint
complex matrices {Aq,A;, ..., A,} obeying

/\,’Aj + A,/\, = 26,’,‘

A()A] .. .A,. =ilI

where I is the identity matrix. The {)A;} are Pauli matrices (Ao =73,A, =7,,A;=7,) for / =1 and Dirac
matrices (Ao = vs, A1 = ¥1, A2 = ¥2, A3 = ¥3, A4 = y,) for | =2. We now define the complex matrix

A(x):‘ Z)x,'Ai
j=

with {x;} lying on S", so that
Ax)=1

A(x) is 2 map from C? to C* which depen(lis on the point x of the base space $”. Since A*(x) = I, we
may decompose its action on vectors z € C” into the two eigenspaces with eigenvalues +1,

Ax)-z==*z
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We then choose as our projection the matrix
1
IL.(x) = 2(1 = A(x))

which selects the 2'~' dimensional vector space in C* with A - z = *z.
We denote by E. the complex vector bundles over $" whose fibers at each point x € S" are defined
by the action of m.(x). If / =1, we obtain complex line bundles over S*. Clearly

E.®E_=8§"xC%

We choose as our connections on E. the projection V. of the flat connection V acting on a section of
E.. To carry out this procedure, we choose a constant frame e of E.. at a point x, and generalize it to
arbitrary x using the projection;

e.(x)=1II.(x)e"

is a frame of E. everywhere. Since I1.(xo) e.(xo) = IT.(xo) €% = e.(xo), we may take e.(xo) = e%. The flat
connection just acts by exterior differentiation, V(e) = de; while the projected connection is difficult to
calculate in general, it can be evaluated at x, as the projection of the flat connection since e.(x,) = e2,

V:(e:)lxu = Ht detlxn = (Ht dHZ)IXueOt'
The curvature is obtained in a similar way;

(Vz)z(e:)lxn = Hz d(H: dH: eox) = Hz dH: A dH: e”:.

Hence the curvature 2-form at x, is

0.(xo) = I.(xo) dIT.(x0) A dI1.(x0).

Remark 1: Note that although the connection and curvature matrices used here are double the correct
dimension, all traces of products of these matrices involve only the meaningful portion of the matrices.
The rank of the matrices equals the fiber dimension.

Remark 2: To evaluate an invariant polynomial of (2., it in fact suffices to perform the calculation at x,
alone. One may thus show that

n!(2i)

Tr(02.")= At d(vol),

where d(vol) is the n-form volume element of S". This formula will be used later to examine the
characteristic classes of this bundle.
Remark 3: If | = 1, the associated principal bundles to E. describe the Dirac magnetic monopole.

5.5. Connections on principal bundles

We recall that a principal bundle P is a fiber bundle whose fiber and transition functions both belong
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to the same matrix group. The gauge potentials of Maxwell’s theory of electromagnetism and

Yang-Mills gauge theories are identifiable with connections on principal bundles. Here we give a brief
treatment of the special aspects of connections on principal bundles.

Maurer—Cartan forms and the Lie algebra: We let G be a matrix group and ¥ be its Lie algebra. The

Maurer—Cartan form g~'dg is a matrix of one-forms belonging to the Lie algebra 4. This form is
invariant under the left action by a constant group element g,

(g08) " d(gog) =g ' dg.
Let {&.} be a basis for the left-invariant one-forms. We then express the Cartan-Maurer form as
dg =, Ae (5.22)
g g =%, 21a .

where A,/2i is a constant matrix in ¥. Since d(g™'dg)+ g 'dg A g~ 'dg =0, we find that @, obeys the
Maurer—Cartan equations

d¢a + %fabc¢b A ¢( = 0’ (523)

where the f,,. are the structure constants of ¥.
The dual of @, is the differential operator

_ Ag 4 \_1 9
La = Tr(g 2% ag'r) = 21 8ix [/\a ]kl agjl
obeying
<¢aa Lb) = 6(1}77 [Lav Lh] = fab(Lc- (524)

{L.} is a left-invariant basis for the tangent space of G.
The corresponding right invariant objects are defined by

kg, Tl )
dgg 2i ¢a’ La Tr 2i g agT (525)
where
déa - %fabcéb A ér = 0
<éa’ Eb) = 6ab’ [Eaa Eb] = ‘fabcljv (526)

That is, all structure equations have a reversed sign. Note that L, and L, commute:
[L., Ly]=0. (5.27)

L, and L, generalize the familiar physical distinction between the space-fixed and body-fixed rotation
generators of a quantum-mechanical top.



Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geometry 291
Parallel transport: Let P be a principal bundle. If we choose a local trivialization, then we have
coordinates (x, g) for P, where g € G. A local section of P is a smooth map from a neighborhood U to

G. The assignment of a connection on a principal bundle provides a rule for the parallel transport of
sections. A connection A of a principal fiber bundle is a Lie-algebra valued matrix of 1-forms in T*(M),

A(x) = A% (x) 22 da~ (5.28)

If x(¢) is a curve in M, the section g;(¢) is defined to be parallel-transported along x if the following
differential equation is satisfied:

G + Aui(x) X* gy =0, (5.29)

where A, is the connection on P. We may rewrite this as:

Y I Sy A Adx)
g g te (A“()zl a ) 8=0

Tangent space approach: Parallel transport along a curve x(t) lets us compare the fibers of P at different

points of the curve. In analogy to the methods used for vector bundle connections, we may lift curves
x(t) in M to curves in P. We define differentiation along the lifted curve by

d_ud -,Ai_xu(__Aa“( ) A7 )i )—x (——A,L(x)L)

dt x> 8 ag;; ax* 2i Bk ag;;

where we have used the parallel transport equation for g,. Now the covariant derivative is defined as

J
DI‘- = ax#

(5.30)

We are thus led to define a splitting of T(P) into horizontal component H(P) with basis D,,, and a
vertical component V(P) lying in T(G):

T(P)=H(P)® V(P).

This splitting is invariant under right multiplication by the group.
The curvature is defined by

[D;u Dv] = _F;al,u[aa
where
Fi, =0,A0 - 3,A} + fuALAS. (5.31)

As expected, the commutator of covariant derivatives has only vertical components.
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Cotangent space approach: We may regard the connection on P as a $-valued one-form w in T*(P)
whose vertical component is the Maurer-Cartan form g~' dg. In local coordinates, we may write

w=g 'Ag+g ' dg,

where A(x)= AL(x)(A./21)dx*. We observe that, as in the vector bundle case,  annihilates the
horizontal basis of T(P) and is constant on the vertical basis:

(0,D,)=0, (w,L,)=A,/21. (5.32)
Under the right action of the group, g — ggo, A remains invariant and w transforms tensorially,
w—> go“lwgo.
The curvature in this approach is a Lie-algebra valued matrix 2-form defined by
N=do+torw=g'Fg (5.33)
where

Aa

F=dA+AArA=3F,° 5

dx* adx”.

{) obeys the Bianchi identity,

d+0or2-0rw=0. (5.34)
Note that £ has no vertical components. It transforms tensorially under right action,

1 -g, ' Ng,.

Gauge transformation: The transition functions of a principal bundle act on fibers by left multiplication.
Let us consider two overlapping neighborhoods U and U’ and a transition function @y, = ®. The
local fiber coordinates g and g’ in U and U’ are related by

g =dg.

Then, in order for the connection 1-form « to be well-defined in the overlapping region U N U’, A
must transform as

A'=PAP + P do. (5.35)
We verify that
w=g Agtg 'dg=g""'A"g'+¢g7 dg’,

so w is indeed well-defined in T*(P). The transformation (5.35) is the gauge transformation of A. Using
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(5.31), we find the gauge transformation of F to be
F' = oFp~'
It is easy to check that the curvature 2-form (2 is also consistently defined over the manifold,
N=g"'"Fg=g"'Fg'

Pullback to base space: By choosing a section g = g(x), one can pull back w and (2 to the base space. A
and F are equivalent to the pullbacks g*w and g*(2, which are sometimes denoted simply as w and {2.
Gauge transformations of A and F correspond to changes of the section.

In the theory of gauge fields, the structure group G is called the gauge group: the choice G = U(1),
for instance, gives the theory of electricity and magnetism and G = SU(3) gives the color theory of
strong interactions. The (pulled-back) connection A of a principal bundle is the gauge potential and the
(pulled-back) curvature F gives the strength of the gauge field. When matter fields are present in the
gauge theory, they are described by the associated vector bundles.

Examples 5.5

1. Dirac magnetic monopole. We now put a connection on the U(1) principal fiber bundle over the
base space S” described in example 4.3.2. If we choose a particular connection which satisfies Maxwell’s
equations, the physical system described corresponds to Dirac’s magnetic monopole. As before, we split
$? into hemispheres H. and assign U(1) connection 1-forms to each half of the bundle,

_{A++d¢/+ onH.
“lA_+dy.  onH-

(For U(1), we conventionally factor out the (i) arising from our convention that Lie algebras are
represented by antihermitian matrices: g~' dg = e de" = i dy > d¢.) Then the choice of the transition
function (4.21)

- ing v+

€ =€ " ¢

implies the gauge transformation,
A, =A_+ndo.

Gauge potentials which satisfy Maxwell’s equations (in R*—{0}) and are regular in H, and H_ are given
by (see example 2.4.3),

Mo _nxdy—-ydx
A. 2(tl cos 8)d¢ 3 ve .

The curvature is given by

n

F=dA:=2

sinOdOAdd)=#(xdyAdz+yd2Adx+zdxAdy).
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It is easy to see that although the A. are regular in H., they have a string singularity in H-. We will
allow A. to be used only in its regular neighborhood. It is clear that F is closed but not exact, since
dA. is only defined locally in H..

Remark 1: We shall see in the next section that the monopole charge is minus the first Chern number
C, characterizing the bundle:

—C1=—fc1=+%fF=+%[J’F++fF—]="
2 s H. H-

Remark 2: 1t is instructive to carry out the above calculations using the $* metric (dx” +dy?)/(1 + x?

y2) = (dr*+ r* d¢?)/(1 + r*)* obtained by projection from the north or south pole onto R®. In this case
the “string singularity” occurs at r =0 or r =, This treatment closely resembles the instanton case
described below.

2. BPST Instanton in SU(2) Yang-Mills (Belavin et al. [1975]). The instanton solution of Euclidean
SU(2) Yang-Mills theory is a connection on a principal bundle with
Base M =§*,  Fiber G =SUQ2)=§".

We take the $* metric (see example 3.2.3)

2 2 2
ds2=(1dx“2dx*‘§)2 dr +r (o +ay2+0') Z( ay?

obtained by projection from the north or south pole onto R*.
As in example 4.3.3, we split S* into “hemispheres” H.. In the overlap region

H.NH. =§
we relate the SU(2) fibers by the transition functions
g-=[h() - g-,
where k is an integer, h = (1 —1iA - x)/r and A are the SU(2) Pauli matrices. We note that
h'dh = iAo = iAen* L, dx/r?
dhh' = —iA Gy = —iA 75 ,Lx, dx,/r?

where 7, 7 are 't Hooft’s eta tensors ('t Hooft [1977]; see appendix C).
The connection 1-forms in the two neighborhoods of the bundle then may be written as

{g+‘Ag++g+ dg. onH.
®“lg'Ag.+g7'dg.  onH.
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where
A'(x)=h*(x) A(x) h 5 (x)+ h*(x) dh " (x).

In the case k =1, we have the single instanton solution,

P 2
~h'dh =—5—=iA
r2+a2 KOk

r’+a’

H.:A=

which is singular at the “south-pole” at r = «, and the gauge-transformed solution,

_dhhT _ iAG
14+r¥a* 1+ra?

r2
r‘+a’

H_:A’=h[ h"dh]h“+hdh“‘=

which is singular at the “north-pole” at r=0. (Note: A and A’ are the Yang-Mills analogs of
the two gauge-equivalent Dirac monopole solutions with Dirac strings in the upper and lower
hemispheres of S°.)

The field strengths in H. are easily computed to be

H.: F.=dA+ArA=iA, -az—z(eol\ek el )
H: F . =dA'+A'AA'"=hF.h™".

Since F is self-dual,
*F =F,

the Bianchi identities imply that the Yang-Mills equations
D,*F=d*F+A A*xF-*xF A A=0

are satisfied. Replacing h(x) by h™'(x) and interchanging ¢ and &, throughout would give us an
anti-self-dual solution.

Remark 1: In the next section, we will see that the “instanton number” k is minus the second Chern
number C, characterizing the bundle:

k=—C2=—fc2=—#J'TrFAF
s4

s4
=‘“'8—71r'5[f TrF.AF. + J. TI‘F_AF_]=“#(—Z—§) feo/\e'/\ezl\e3=+1.
H. H_

54

(Recall that the volume of S$* with radius a/2 is w2a*/6. See appendix A.)
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Remark 2: Note that A.,= A{L,(A°/21) for k = =1 are derivable from the self-dual or anti-self-dual
combinations of the O(4) connections w,, of $* given in example 3.2.3,

1 _ _ _ rla 5 .
A(+)~— Wy — Wiz = 20‘1 1+(r/a)2. CyCllC,

20,
1+(rfay”

Here the diameter 2R of S* is identified with the instanton size a. This is related to the fact that the
k =1 bundle is the Hopf fibration of S’.

Remark 3: Under an O(4) transformation, the k =1 instanton transforms into itself up to a gauge
transformation. Under an O(5) transformation of S it also transforms into itself up to a gauge
transformation; the BPST instanton solution is unique in possessing the O(S5) symmetry (see, e.g.,
Jackiw and Rebbi [1976a]).

AL =+wy —ws = cyclic.

6. Characteristic classes

We have now seen explicitly how the construction of nontrivial fiber bundles involves certain integers
characterizing the transition functions. Furthermore, we observed in passing that when we put
connections on the bundles, these same integers corresponded to integrals involving a bundle’s
curvature. In this section, we will develop more thoroughly the concept of the characteristic classes
distinguishing inequivalent fiber bundles. The manipulation of characteristic classes plays an essential
role in index theory, which is the subject of the next section.

In the preceding sections we have been careful to distinguish among connection 1-forms and
curvature 2-forms used for different purposes: w“, and R“, were used for Riemannian geometry in an
orthonormal frame basis, I'; and R’; were used for vector bundles, and A and F were used for principal
bundles. The notation w was also used for connections lying in T* of the bundle rather than in T* of
the base, while {2 was used for the corresponding curvature. In this section, we loosen these distinctions
for notational convenience and employ the symbols w and {2 to denote the values of the connection and
curvature forms pulled back using sections of a bundle.

We shall deal with the following four categories of characteristic classes.

1. Chern classes c,, ..., ¢ are defined for a complex vector bundle of dimension k (or equivalently
for GL(k, C) principal bundles). ¢, € H*(M).

2. Pontrjagin classes p, ..., p; are defined for a real vector bundle of dimension k (or equivalently
for GL(k, R) principal bundles). p; € H*(M). (j = [k/2] is the greatest integer in k/2.)

3. The Euler class e is defined for an oriented bundle of even dimension k with a fiber metric (or
equivalently for SO(k") principal bundles). e € H*(M).

4. Stiefel-Whitney classes w,, ..., w, are defined for a real vector bundle of dimension k (or
equivalently for GL(k, R) principal bundles). They are Z, characteristic classes and are not given by
curvature, w; € H'(M; Z,).

6.1. General properties of Chern classes

We begin our study of characteristic classes by examining the Chern classes associated with bundles
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having GL(k, €) transition functions. Many of the methods we discuss will then be applicable to other
groups and characteristic classes.

Invariant polynomials: Let a be a complex k X k matrix and P(a) be a polynomial in the components
of a. P(a) is called an invariant polynomial or a characteristic polynomial if

P(a)=P(g 'ag) (6.1)

for all g € GL(k, C). If & has eigenvalues {A,, .. .. A}, P(e) is a symmetric function of the eigenvalues.
If S;(A) is the jth symmetric polynomial,

SI(A)Z 2 . /\h/\i: ----- Ai/s

f<in<<- - -<yy

then P(a) is a polynomial in the S;(A):
P(a)=a+bS(A)+ cS:(A)+d[S\(A)+--.
Examples of invariant polynomials are
Det(I +a)=1+S/(A)+S:(A)+- -+ 8 (A) 6.2)

and Tr(exp @), which are used to define the Chern class and the Chern character.

If a matrix-valued curvature 2-form 2 is substituted for the matrix « in an invariant polynomial, we
find the following properties:

(1) P(2) is closed

(2) P(£2) has topologically invariant integrals.
We will prove these assertions following Chern [1967]. Suppose P(a,,....a,) is a homogeneous
invariant polynomial of degree r. Using the invariance of the polynomial under an infinitesimal
transformation g = I + g, we can deduce

2 P(a,,...,gai—ag,...,a,)=0.

1<i=r
Then if 6 is a k X k Lie-algebra valued matrix of 1-forms and the {a;} are k X k Lie-algebra valued
forms of degree 4;, we find

S )T P(ay, L B A a)— S (DT Py, ah B, a)=0. (6.3)

l=i=r 1=i=r

Therefore if we choose 6 to be the connection 1-form w, we may write

dP(a),....a,)= 2 (-1 *4 P(ay, ..., Da,....a,)

l=i=<r

where

Da; =da; +w r a; — (—1)%a; A

is the covariant derivative of the form «;.
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If a; = 12, the curvature 2-form, we conclude that
dP()=0
because of the Bianchi identity (5.34).
Now let w and ' be two connections on the bundle and 2 and 2’ their curvatures. We consider the
interpolation between w and ',

w,=w+m O=sr=1,

where 7 =0’ —w.
Then

0, =do,+w, rw,=0+1Dy+1n A,

where Dn =dn+wrn+nrw.
Let P(a,,...,,) be a symmetric polynomial and let

gB,a)=rP(B,a,...,a).
r—1

Then
d
aP({l,) =q(Dmn, 2,)+2tg(n r n, 12,).

On the other hand

DO, =tD*n+’Dnan—naDy)=t@rn—nr2)+*Dnrn—nrDy)
=t({, An—n L),

so that

dq(n, 2,)=qDOn, 2,)-r(r-1)P(n,DN, 02, ..., 0,)
=qDn, 2)—r(r—DtP(n, 2 rn—qrfd), 0, ..., 10).

Eq. 63)with8=a,=7, a,="-=a, =), gives
2qn A, 2)+r(r—=DP(n,(2An—mrd),02,...,0)=0.

Combining the last two equations, we get

d
dq(n, £2.)=q(Dn, ) +29(n A 0, Q) = 7 P(D,).
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Hence

P@)- P(Q)=d f g0 - 0. 0)di =d0(w', »).

(6.4)

Since P(£2') and P(£2) differ by an exact form dQ, their integrals over manifolds without boundary give

the same results. Thus we have proven both properties (1) and (2).

Chern form: The Chern form of a complex vector bundle E over M with GL(k, C) transition functions
:and a connection w is obtained by substituting the curvature 2-form £ € gl(k, C) into the invariant

polynomial Det(1 + a). We define the total Chern form as

(@)= Det([+§i;r—.()> 14 e(@)+ @)+,

where the individual Chern forms ¢;({2) are polynomials of degree j in £:
[ 1

C|=§1;Trﬂ

c2=#{Tr0Aﬁ—Trﬂ/\Trﬂ}

c3=28—l7;5{—2Tr.(2/\.()/\.(2+3(Tr.(2A.())ATr.Q—Tr.()ATr.(lATr.(l}

The explicit expressions for ¢; are obtained from the eigenvalue expansion of a = diag(A,, .

Det(1+%a) =<l+§i—/\.> (1+2LA2)...(1+2LA,<)
5= (/\)+< ) Sy(A)+--

where the §;(A) are the elementary symmetric functions defined earlier. For example,

(&) 3= () () @ray-Tra)

j<d
gives ¢, if the matrix a is replaced by f2. Since ¢;(2) € A¥(M), we see that
¢ =0 for2j>n =dim M.

Thus ¢(£2) is always a finite sum.

(6.5)

. .,Ak):
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Since any invariant polynomial P(a) can be expressed in terms of the elementary symmetric
functions, P(a) can be expressed as a polynomial in the Chern forms. Thus the Chern forms generate
the characteristic ring.

Chern classes and cohomology: Since P({2) is closed, any homogeneous polynomial in the expansion of
an invariant polynomial P({2) is closed:

de,(2)=0. (6.6)

We may verify this explicitly using the Bianchi identities; for example,
dcl(.())—zﬁTrd(dw twAw) 3. T2 hw—w r )=0.

We conclude that the Chern forms ¢;({2) define 2jth cohomology classes,
()EHY(M). 6.7

This cohomology class, which we will often denote by ¢,;(E), is independent of the connection because
P()~- P({2') is exact for any characteristic polynomial.

Chern numbers and topological invariance: It is a remarkable fact that the cohomology classes to which
the Chern forms ¢;(£2) belong are actually integer classes. If we integrate c;(£2) over any 2j-cycle in M
with integer coefficients, we obtain an integer which is independent of the connection. The Chern
numbers of a bundle are the numbers which result from integrating characteristic polynomials over the
entire manifold; for example, if n = 4, the only two Chern numbers are

CE)= [ e)

M

CAE)= f @) 1 ().

M

Characteristic classes of unitary bundles: One can show that the U(k) and GL(k, C) characteristic
polynomials can be identified. Therefore their characteristic classes can be identified. This is not true for
GL(k, R)and O(k)orSO(k). The SU(k) characteristic classes are generated by (¢, . . ., ¢ ) because ¢, = 0.
Note that if ¢, # 0 for a complex vector bundle E, there is no associated SU(k) principal bundle. (Warning:
there exist bundles with ¢, = 0 which also do not admit an SU(k) structure.)

Chern classes of composite bundles: Let c(E)=c(E)+- -+ c(E), with ¢,(E)€ H”(M), denote the
total Chern class for a k-dimensional complex vector bundle E over M. Then we find

(1) Whitney sum: c(E @ F) = c(E) A c(F).

(2) cllL®L)=ci(L)+c,(L") for L, L’ = line bundles.

(3) Pullback class: ¢c(f*E)=f*c(E), where f: M'—>M and E' = f*E is the pullback of E over M".
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These properties plus the requirement that C,(L)= —1 for the line bundle L over P,(C) are sometimes
used as an axiomatic definition of the Chern class.

The Weil homomorphism: It is well-known that the “Casimir invariants” or polynomials in the center of
a Lie algebra ¢ with matrix basis {X;} are generated by the determinant

Det(r - [ +a.X)= D, t* P(a).
k

The Chern classes are thus obtained by substituting the Lie-algebra valued curvature 2-forms into each
of the resulting characteristic polynomials.

6.2. Classifying spaces

We motivate the concept of classifying spaces for fiber bundles by showing how the standard complex
line bundle L over P,_,(C) may be used to classify other line bundles. Let E be a complex line bundle
over M and assume that we can find a complementary bundle E such that

EQE=MxC"

for some n > 1 (this is always possible). The fibers of E are then lines in C”. We define a map f(x) from
the points x € M to P, ,(C) which associates to each point x the line in C" given by the fiber F,. Then
the line bundle E is isomorphic to the pullback of the natural line bundle L over P,_,(C):

E=~f*L.

We can generalize this construction by considering the Grassmann manifold Gr(m, k, C) of k-planes in
C™; just as the points of Gr(m, 1, C)=P,,_,(C) correspond to lines through the origin in C™, each
point of Gr(m, k, C) corresponds to a k-plane through the origin. The natural k-plane bundle
L(m, k,C) over Gr(m, k,C) has as its fiber the k-plane in C™ over the corresponding point in
Gr(m, k, C); L(m, 1, C) is just the natural line bundle L over P,,_,(C). We now quote without proof a
basic theorem (see, e.g., Chern [1972]):

Theorem: Let M be a manifold of dimension n and E any k-dimensional complex vector bundle over
M. Then there exists an integer m, (depending on n) such that for m = mj,

(a) there exists a map f: M - Gr(m, k, C) such that E = f* L(m, k, C);

(b) given any two maps f and g mapping M — Gr(m, k, C), then f* L(m, k, C)=~g* L(m, k, C) if and

only if f and g are homotopic.

As a consequence of this theorem, the set of isomorphism classes of k-dimensional vector bundles is
itself isomorphic to the set of homotopy classes of maps from M to Gr(m, k, C); in this manner,
questions about the classification of vector bundles are reduced to questions about homotopy theory in
algebraic topology.

Classifying spaces of principal bundles: P(m, k, C), the bundle of frames of L(m, k, C), is a principal
GL(k, C) bundle over Gr(m, k, C). For m = my, very large, P(m, k, C) and L(m, k, C) are described by
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the same set of homotopy classes of maps from M — Gr(m, k, C). In fact, we can make the identification

Gr(m, k, C)= GL(m, C)/GL(k, C)x GL(m — k, C)
6.8)
P(m, k, C)=GL(m, C)/GL(m ~ k, C)

where the projection 7: P(m, k, C)—>Gr(m, k, C) projects out the fiber GL(k, C). Clearly similar
constructions can be carried out for GL(k,R) principal bundles, SO(k) principal bundles, SU(k)
principal bundles, etc.

Universal classifying spaces: We define the universal Grassmannian Gr(, k, C) by taking the union of
the natural inclusion maps of Gr(m, k, C) into Gr(m + 1, k, C). We denote the universal classifying
bundles corresponding to Gr(x, k, C) by L(x, k, C) and P(=, k, C). The cohomology of Gr(x, k, C) is
simpler than that of Gr(m, k,C) and is a polynomial algebra with generators ¢, = ¢;(L(», k, C))=
ci(P(x, k, €)). Given a k-dimensional bundle E and a map

f: M >Gr(=, k, C)

f*L(»,k,C)~E,
we see that

a(E)=f*c.

f is defined uniquely up to homotopy so the cohomology classes are all well-defined and depend only on
the bundle E.

Note: from this approach, it is obvious that U(k) bundles and GL(k, C) bundles both have the same
classifying space Gr(x, k, C), and thus the same characteristic classes.

6.3. The splitting principle

Algebraic identities involving characteristic classes are a central part of index theory. Such manipu-
lations are made vastly simpler by the use of a tool called the splitting principle (see e.g. Hirzebruch
[1966]).

We gave above a brief description of the characteristic classes ¢;(E) using our knowledge of the
cohomology of the classifying spaces Gr(m, k, C), the Grassmann manifolds. This is an approach based
on algebraic topology; from this viewpoint the splitting principle is the idea that even though a given
bundle is not, in general, a direct sum of one-dimensional line bundles, characteristic class manipula-
tions can be performed as though this were the case. We also discussed the characteristic classes using
invariant polynomials and curvature. From this differential geometric point of view, the splitting
principle is simply the assertion that the diagonalizable matrices are dense.

We illustrate the concepts of the splitting principle with the familiar identity

Det[a] = exp(Tr In[a]).
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If a is a diagonalizable matrix with eigenvalues {A;}, then it is clear that

Detla]=]]A = exp(z In )«i) = exp(Tr In[a]).

Since both sides of this equation are continuous and since we can approximate any matrix by a
diagonalizable matrix, this identity holds true for any matrix. Thus to prove an invariant identity of this
sort, we may in fact assume that the matrix « is diagonal.

Now let {2 be an n X n matrix of curvature 2-forms. If we imagine that (2 is diagonalizable into n
2-forms (2;, then the Chern class becomes

1+ﬁ!)1 0

_ i _
c(E)= Det(l +5- {z) Det .
0 1+5—0, (6.9)

T(1+0)=T1a
( =) ITa+x)

where we will henceforth use the formal notation

_ 1
2n

Q.

X;

Each of the terms (1 + x;) can be interpreted as the Chern class of a one-dimensional line bundle L,

1
C(L]')= 1+C,(L,)=1+§;ﬂ,

If we imagine that a k-dimensional vector bundle E has a decomposition
E=L.® -®L

then
c(E)= I:[ c(lL)= I:[(l +x;).

Thus ¢;(E) can be thought of as the /th elementary symmetric function of the variables {x;}:

Q=D X, Q=X XX, ...,  G=XX.. ke (6.10)
I

i<j
Sums of bundles: If A and B are matrices, then

Det(A @ B)=Det A : Det B.
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Consequently, if E and F are vector bundles, then
c(E@F)=c(E)Ac(F),

since this is true on the form level when we use the Whitney sum connection. From the point of view of
algebraic topology, this identity is first proved for bundles E and F which actually split into a sum of
line bundles. The splitting principle is then invoked to deduce the identity for the general case.

Chern character: Many essential manipulations in index theory involve not only Whitney sums of
bundles but also tensor products of bundles. The total Chern class behaves well for Whitney sums, but
not for product bundles. We are thus motivated to put aside ¢(E)=II;(1+ x;) and to find some other
polynomial in the {x;} which has simple properties for product bundles as well as Whitney sums. One
such polynomial is the Chern character ch(E). In terms of matrices, the Chern character is defined by
the following invariant polynomial:

ch(a)=Trexp<%a) =Z%Tr<§%a>l. 6.11)

7
Since

ch(a @ B) = ch(a)+ch(B)

ch(a ® B)= ch(a) ch(B),
these identities still hold when we substitute the curvature 2-form 2 to define ch(E). Note: since

Tr(2Y =0 for j > n/2, we in fact have a finite sum.
The Chern character of E has the splitting principle expansion

ch(E) = §k) ¥ =k +cy(E)+3ci2—=2¢2) (E)+- - -. (6.12)

Other characteristic polynomials: Using the splitting principle, we may define characteristic classes by
their generating functions. For example, the total Chern class has the generating function II(1 + x;),
while the Chern character has the generating function Z . Another class which appears in the index
theorem is the Todd class which has the generating function

td(E) =f111—"_e1: =1+3¢(E)+1s(c3+ e )E)+- - -. (6.13)

The Todd class is multiplicative for Whitney sums,
td(E @ F)=td(E) td(F).

We can define other multiplicative characteristic classes by using other generating functions. Two



Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geometry 305

other such functions are the Hirzebruch L-polynomial
I o R
L(E) U hx (6.14)

which appears in the signature index formula, and the A polynomial

a _ x/2
A(E)_nm 6.15)

j
which appears in the spin index formula.

Examples 6.3
1. Chern class of P,(C) line bundle. Let L be the natural line bundle over base manifold M = §* =
Py(C) (see example 5.4.1) with the natural curvature

0 =33 n(1+|zP) =¥_{ﬁ—“.d Zz
Then
_ i1 dxady _ 1rdradé
Cl(L)—zﬂ.-Q— Py e a2

so the Chern number characterizing the bundle is
x 2w
_ _ 1 rdr -
aw)= [ ew=-1 [ g5 [ d8=-1.
s? 0 0

Dual line bundle: The natural curvature on the dual line bundle L* is the complex conjugate of that for
L,
QL*=2(L)=-2(L),

so that the Chern class reverses in sign:

a(L*)=—c\(L)
c,(L*)=fc,(L*)= +1.

Alternatively, we may derive this result from the fact that the tensor product bundle

L* ® L = I [trivial complex line bundle over P,(C)]
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i1s trivial because the transition functions (z,/z,) (zj/z;) = 1 are trivial. Thus we know that the total Chern
class is

c¢(L*® L) = c (trivial bundle) = 1 + 0.

But then the Chern character formula for product bundles gives us our result:
O=c(L*®L)=c(L*)+ci(L).

Tangent and cotangent bundles of S* = P,(C): We showed in example 4.2.3 that

T(§)= T{P(C))~L*®L*
T*($*)=TiP(C)~LRL.

From the product bundle formula we immediately find
C(T(8*)=C(L*)+ C\(L*)=+2
C(T*($?)= Cu(L)+ Ci(L) = -2.

2. Chern classes of P,(C). We next consider the natural line bundle L over P,(C) and its dual L*.
Choosing the Fubini-Study metric (example 3.4.3) on P,(C), we compute x from the Kéhler form,

x=cll?) =5 00" %K (Fubini-Study).

The factor i/27 is chosen so that the integral of x over P,(C) is equal to 1. It can be shown that the
integral of x” over P,(C) for any n is also 1. The 2-form x generates the cohomology ring of P,(C) with
integer coefficients. The Betti numbers are

b0=b2=b4="‘:b2n=l

b1=b3="'=b2n—1:0

and the Euler characteristic is

x(P(C)=3 (-1)b. =n+1.

To compute the Chern classes of P,(C), we first consider the bundle E, ., consisting of the Whitney
sum of (n + 1) copies of L*. The total Chern class is then

c(E.i)=c(L*@OL*® - @L)=(1+x)"".

There is a natural embedding of T.(P.(C)) in E,.,. The quotient or complementary bundle is trivial.
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Thus
E.o=L*® - @®L*=T(P.(CH)DL
Therefore we find that
¢(Eni)=(1+x)"" = c(TLP.(C)) - cT) = c(T(P.(C))).

It is customary to define the Chern class of a complex manifold to be the Chern class of its complex
tangent space,

c(M)=c(T{M)).
Thus in particular,
c(P(C))= (1 +x)y"".
We note that ¢,(P,(C))=(n+1)x", so
f (P (C))=n+1.
Pa(C)

It is no accident that this is the Euler characteristic of P, (C). The expression
[ cutm) = )

is, in fact, the Gauss-Bonnet theorem for a complex manifold of complex dimension ».

3. Vector bundles over S". Let n =2[ and let E. be the complex vector bundles over $” introduced in
example 5.4.2. We recall that E. was defined using the projection operator II., that E, @ E_ = §* x C*
and that the fiber of E. has dimension 2'~'. Choosing the curvature {2.(x,) = IT..(x,) dII..(x,) A dI1.(x),
we recall that

N\
Tr(2.y = = M) 4o,

- 2n+l
Consequently
f ch(2.) = +i",
o

where we take only the /th component (the .n-form portion) of the ch polynomial. This shows that the
bundles E. are non-trivial.
If n =2 (I = 1), the fiber dimension is one and we have complex line bundles with (the 2-form part of)
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ch equal to ¢,(E.), so

f c(E) =71,

SZ
The associated principal bundles for these line bundles are the magnetic monopole bundles discussed
earlier with charge *1.
Remark: While the matrix A(x) defined in example 5.4.2 maps $” - GL(2', C), the projection II.(x)
acts as

M.(x): $">Gr(2', 27", C).

The vector bundles E. are simply the pullbacks under /1. of the classifying bundles, II.*L(2',2""', C).
This example illustrates the relationship between the homology of the embedding of S" in
Gr(2,2"', C) and the cohomology of the bundles characterized by the Chern classes of the classifying
space.

4. Chern class of U(1) bundle. We now turn from vector bundles to the Chern classes of principal
bundles. We recall that for a U(1) principal bundle P the curvature is purely imaginary. Thus we may
write

2 =iF

and so find the total Chern class

_ A o\oqe g E
c(P)—Det<l+27r.(2)—l+27rlF—l =
Hence

We noted in example 5.5.1 that the integral of ¢, for the Dirac monopole U(1) bundle over §* was the
integer giving the monopole charge,

C1: j Ci=—nh.
S:

Proof of topological invariance: The first Chern class of the monopole bundle (M = $* F = S' = U(1))
depends only on the bundle transition functions and is independent of whether the connection A(x)
satisfies Maxwell’s equations.

As before, the gauge transformation on the equator is given by

A(x)=A _(x)+ndo.
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Applying Stokes’ theorem, we obtain,

wj’a:;;[f dA, + f dA_]=%f(A+—A7),

s? H- s!

where the sign change occurs because dH =S’ has the opposite orientation from dH, = §'. Using the
relation between A. and A_, we find

1L -
—C,—zﬁfndd)—n.
St

Only the gauge transformation enters into the computation.
5. Chern class of G-bundle. Let A,/2i be a matrix basis for the adjoint representation of the Lie
algebra 4 of the group G with Tr A_,A, = 28,,. Then the curvature is written as

—1pa /\a
N=g¢g'F (x)fg.

Since the factors of g™' and g annihilate one another in the determinant, the Chern class of a principal
G-bundle P over M is

_ 1 .
c(P)= Det(l + o AF )

For G = SU(2), we can take the A, to be Pauli matrices. We find

1 a a 1
C(P)=1-(—4-;)3F AF :1+§?Tr(F/\F)

so that
Cl(P) =0
c(P)= #Tr(F A F).

We noted in example 5.5.2 that the integral of ¢.(P) for the self-dual Yang-Mills instanton connection
on an SU(2) bundle over S$* was

_CZ:“‘J'sz'*‘k,

S4

where k is the “instanton number”’.
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Proof of topological invariance: Let us demonstrate the topological invariance of ¢, for the instanton
G-bundle. We take M =S5* to be covered by H., with H, N H_=S> and consider the gauge
transformation

A =QA. @'+ PdP!

F_=®F. 97"

Using the Bianchi identities and Tr(A A A A A A A)=0, one can show
Tr(FAF)=dTr(FAA—3A A A n A).
Then, by using Stokes’ theorem, we see that

cz=fc2=817[f Tr(F. A F.)+ f‘Tr(F_AF_)]

N

=8_117—2j [Tr(F+AA+—%(A+)3>—Tr<F A AA—%(A_)3)].

s

When we substitute the expressions for A_ and F_ using the gauge transformation, we find

C,= f c2=# Tr[%¢d¢" AP A D dD —d(A, ndD] qb)]
54 S3

= 5 f TH(® db-'Y.

SS

The entire value of C, is given by the winding number of the gauge transformation ® dP~" at the
equator H. N H_=§°, v

Remark: Clearly the transition functions @(x) of the topological bundle fall into equivalence classes
characterized by the value of the integer C,. If C, is unchanged by taking

P(x)—>h(x) P(x),
h(x) is referred to in the physics literature as a small gauge transformation; such functions are
homotopic to the identity map. If C, is altered, h(x) is called a large gauge transformation; choosing

such a transition function modifies the topology of the bundle. A typical large gauge transformation in
an SU(2) bundle is

h(x)= t;l—f——‘-'!, {A} = Pauli matrices.

If @ = h*, we find that the bundle has C, = —k.
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6.4. Other characteristic classes

6.4.1. Pontrjagin classes

We now discuss the characteristic classes of real vector bundles and their associated principal
bundles. The bundle transition functions and the fibers of the principal bundles then belong to
GL(k, R). If one puts a fiber metric on a real vector bundle, the bundle transition functions can be
reduced to O(k). The associated bundle of orthonormal frames is an O(k) principal bundle. There are
some subtleties present in the real case which are absent in the complex case. While the characteristic
forms of real vector bundles whose structure groups are O(k) and GL(k,R) are different, their
characteristic classes are in fact the same.

Since we can always reduce the structure group to O(k) and choose a Riemannian connection on the
bundle, we first consider this case.

The total Pontrjagin class of a real O(k) bundle E with curvature {2 lying in the Lie algebra of O(k)
is defined by the invariant polynomial

p(E)=Det(I—%r-.Q)=lfp|+p2+~--, 6.16)

Since (2 = —{2', the only non-zero polynomials are of even degree in 2. Thus p;(2) € A¥(M) and the
series expansion of p(E) terminates either when 4j>n =dim M or when 2j> k =dim E. p;(Q2) is
always closed and the cohomology class it represents is independent of the metric and the connection
chosen; we let p;(E) denote this cohomology class. It is clear that the total Pontrjagin class obeys the
Whitney sum formula

P(E®F)=p(E) p(F).

Any invariant polynomial for a real bundle can be expanded in the Pontrjagin forms p,, in the
following sense: if Q(£2) is a GL(k, R)-invariant polynomial and {2 is a gl(k, R)-valued curvature 2-form,
then

O = R(Pn,Pz, ce apmaX)+S('Q)

where R is a polynomial and $=0 when {2 lies in O(k). Furthermore, the cohomology class
represented by S(2) (for example: S =Tr 2) will always be zero, even though S(£2) # 0 on gl(k, R).
Thus the GL(k, R) and O(k) characteristic classes are the same, while their characteristic forms may
differ.

Pontrjagin classes in terms of Chern classes: In many applications, it turns out to be convenient to
express the Pontrjagin classes of a real bundle in terms of the Chern classes of a complex bundle. If E is
a real bundle, we can define E.= E@® C as the complexification of E. (This is defined by the natural
inclusion of GL(k, R) into GL(k, C).) If A is a skew-adjoint real matrix, we have the identity:

i

det(I o A) = 1- pi(A)+ ps(A). ..
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where the factors of —1 arise from the i* terms. This yields the identity:
p(E)= (=1)cak(E.). 6.17)

Conversely. given a complex bundle E of dimension k, we can form the corresponding real bundle E,
of dimension 2k by forgetting the complex structure on E. (This is called the “forgetful functor™.) If we
then form (E.).. this is a complex vector bundle of complex dimension 2k. Let E denote the complex
conjugate bundle. which is. in fact. isomorphic to the dual bundle E*. Then

(E).=E®E=E®E*
Since
c(EY=1-c,(E)+c(E)-c«(E)....
we find
c((E)o) = 1-pi(E)+ pAE)—+ - = c(E) ¢(E)
=[1+ci(E)+cE)+ - ][1=c(E)+coAE). . ].
Half the terms cancel out. Identifying the remaining terms yields:
p(E.) = (ci-2¢) (E)
po(E.) = (c3 = 2c1e5+ 2¢5) (E). etc.
Using the splitting principle, we find the equivalent polynomial expressions:
p(E)= Z x;
pAE.) =2 xix] (6.18)

i<y

and so forth. The form of these polynomials is related to the fact that the eigenvalues of a
skew-symmetric matrix occur in complex conjugate pairs with purely imaginary eigenvalues.

Example: P,(C). The total Pontrjagin class of a complex manifold such as P,(C) is computed by using
the forgetful functor to obtain the real tangent space T(P,(C)) from the complex tangent space
T(P.(C)) and computing the Pontrjagin class of T(P,(C)). From example 6.3.2, we know that

(TP (C)) = (1 +x)""'
c(TLP.(C)) = (1 x)"!

where x is the generator of the integral cohomology of P.(C). Then we find
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(T(P.(C)® C) = (TP (CNe(TLP(CY) = (1 - x°y"
=1=-p(TP.(CN+p:...
so0 that the total Pontrjagin class is
p(TP.CN=1+pi+pat---=(1+x7)""

6.4.2. The Euler class

The transition functions of an oriented real k-dimensional vector bundle E can always be reduced to
SO(k) transition functions. If k = 2r is even, we can define an additional SO(k )-invariant polynomial
e(a)called the Pfaffian. This polynomial is not invariant under the orientation-preserving group GL. (k, R).
Thus the corresponding characteristic class can only be computed using a Riemannian connection, not a
general linear connection. There exist bundles E with e(E)# 0 which nevertheless admit flar non-
Riemannian connections. We recall that, in contrast, the Pontrjagin forms could be computed using a
general linear connection.

Let |a;| be a real anti-symmetric k X k matrix.in the Lie algebra SO(k). Taking {z} to be local fiber
coordinates in E. We construct the 2-form

1 ; .
a =350 dz‘ A dzl.

e(a) is then defined by the r-fold wedge product

1 (i)’ =e(a)dz' A -+ A dz* (6.19)

n"\2r

The Pfaffian e(a) is SO(k)-invariant. The Euler form of the bundle E is found by substituting the
bundle’s SO(k)-valued curvature 2-form {2 for a:

Euler form = ¢(£2).

The Euler form is always closed and the characteristic class e(E) is independent of the particular
Riemannian metric and connection chosen.

Properties of the Euler class: While a real anti-symmetric matrix like |a;| cannot be diagonalized, it can
be put in the form

0 X1
—~Xy O

-x, 0
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The splitting-principle formula for e(E) is thus

e(Ey=x1x2...x,.
Since

p(E)=xix}.. . x}=¢€*(E),
we conclude that e(E) is a square root of the highest Pontrjagin class. If we change the orientation of E,
we replace e(E) by —e(E), and change the sign of the square root.

It is clear that e is multiplicative for Whitney sums:

e(E®F)=e(E)e(F),

where we define e(E) = 0 for odd-dimensional bundles.

Complex bundles: 1f E is a complex vector bundle of dimension r, then its real 2r-dimensional
counterpart E, inherits a natural orientation. Then we know that

e(E,Y =p.(E,) = c.(EY.
In fact, the signs work out so that e(E,) is just the top Chern class of E,
e(E)=1p.(E)]"” = c.(E).

Gauss—Bonnet theorem: The Gauss-Bonnet theorem for an even-dimensional manifold M relates the
Euler characteristic to the Euler class by

X)) = [ e(r(a)) (6.20)

M

(If M is odd-dimensional, both e(T(M))=0 and y(M)=0.) The example of P,(C) was worked out in
6.3.2.

Stable and unstable characteristic classes: In some circumstances, the Euler class may be non-zero even
for bundles with vanishing Pontrjagin classes. For example, consider the tangent bundle of the sphere
T(S™) for even m. Since y = 2, the Gauss-Bonnet theorem gives

e(T(S™)=2- V(™).

where V(§™)€ H™(S™) is the normalized $™ volume element. Since

TS™y®I=1"""
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is a trivial bundle over S™, we find

p(T(S™)®I)=p(T(S™))- p)=p(T(S™) =pU"") = 1.

Thus the Pontrjagin classes of T(S™) are trivial. Pontrjagin classes are stable characteristic classes,
while the Euler class is an unstable characteristic class; stabilization is the process of adding a trivial
bundle to eliminate low fiber-dimensional pathologies of which the Euler characteristic is an example
(see the discussion of K-theory given below).

.Examples: The Euler classes for two or four-dimensional Riemannian manifolds M are given by

1 1 1
n=2: e(T(M))=§-‘;R12=E€abR“b=§-7;R121281Ae2

n=4. e(T(M))= 3—21? €avcaR®® A R,

where R* is the curvature 2-form in the orthonormal cotangent space basis. Since R** as a matrix
belongs to so(n), we can see from the Weil homorphism construction how e(T(M)) emerges as a
“square root” of a Pontrjagin class which would itself be zero when curvatures were substituted. For
n =2, we have

170 A1, ., A2 _
Det[I—Z—T[_/\ 0]]—1+——(2ﬂ)2—1+p,,

so we take A = R, to find

_ 1/2_5\_2
e—(pl) T

Forn = 4, with R,‘4 = E,‘, R,'k = %GijkB,', we have

0 B3 —Bz E1
_L _‘B3 O 31 Ez
Det\ =52\ B, -B, 0 E,

‘E] _E2 —E3 O

=1+p,+p,

=1+(—211r—)2(E2+Bz)+(—2—11-T-)-4(E.B)2

—1-_L 11 abpyed 2
"1 8772RabRba+(2‘n_)464(EabcdR R )

Hence we find the first Pontrjagin class

1
p1=——8;‘2'TI‘RI\R
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and the Euler class

R 1 a Ve
€(T(M)) = (pg)l/" = 3—2? €.peaR ® A R,
Similar formulas hold for all even dimensional cases.
Remark: Clearly the existence of the Euler class as a “‘square root” follows from the fact that the
determinant of an anti-symmetric even-dimensional matrix is a perfect square. For odd dimensions, this
determinant vanishes, and. in fact, the Euler class for n odd is always zero.

6.4.3. Stiefel-Whitney classes

The Stiefel-Whitney classes of a real bundle E over M with k dimensional fiber are the Z,
cohomology classes. In contrast to the other characteristic classes we have given earlier, they are not
integral cohomology classes and are not given in terms of curvature. We identify the Stiefel-Whitney
classes as

weH M;Z,) i=1...., n-1.

For i = n (n even), w, has values in Z rather than Z, and is identifiable with the Euler class discussed
above. The total Stiefel-Whitney class is, as usual, defined by

w(E)=1+wi+wat 4w,

The first Stiefel-Whitney class w,(T(M)) is zero if and only if M is orientable.
The second Stiefel-Whitney class w»(T(M)) is of great importance in physics because it determines
whether or not parallel transport of Dirac spinors can be globally defined on E = T(M). If

w(T(M)) = w(T(M)) =0,
then spinors are well-defined and M is a spin-manifold. If
wAT(M))#0,

then there is a sign ambiguity when spinors are parallel-transported around some path in M: such
manifolds do not admit a spin structure.

Example 1. Stiefel-Whitney classes of P,(C): The Stiefel-Whitney classes can be computed in closed
form from the expression for the cohomology of T(P,(C)). The total class is just (Milnor and Stasheff
[1974])

w(TP(C)=Q+x)y"=1+wtwit + s,

where x is the 2-form ¢, of the natural line bundle and all coefficients of x* are taken mod 2 except for
#,,. Hence we find for P,(C)

0 n odd

W2=(n+1)|modz‘x={l.x n even.
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In particular, P»(C). P«(C),... do not admit a spin structure, while P,(C), Py(C),...,do. Since
w,, = (n+1)- x, we recover our previous result that the Euler characteristic is (n + 1). In addition, all
the manifolds P, (C) are orientable since », = 0.

Example 2: The total Stiefel-Whitney class of $" is

w(S™)=1+(1+(=1)y) V(S§")

where V(S") is the normalized n-form volume element. Hence #>,=0 and all n-spheres are spin
manifolds.

Remark: For §* = P,(C), w,=2x plays a double role: the Euler characteristic =2, and 2 (mod 2)=0
implies that a spin structure exists.

6.5. K-theory

K-theory is concerned with the study of formal differences of vector bundles and plays an essential
role in index theory. From the standpoint of algebraic topology, K-theory is an exotic cohomology
theory, although we shall not adopt this viewpoint here (see, Atiyah [1967]).

Problems with formal differences of vector bundles: In the preceding sections we have studied the
properties and characteristic classes of Whitney sum bundles suchas E@QF. If E® F~E'@F, then it
is tempting to introduce a formal difference operation which would allow us to cancel the vector bundle
F from both sides of this equation and to conclude that E = E'. Unfortunately this cancellation does
not work in general, as we may see from the following example:

Consider the manifold M = §* to be embedded in R*, and let T(S?) and N(S°) be the tangent and
normal bundles, respectively. Letting I* denote the trivial real vector bundle of dimension k, we note
that N(S%)= I, the trivial line bundle. Then we find that

T(SH@N(SH) = TR} =TI
PONESH=I®I="I.

If we could perform the formal cancellation of N(S?), then we would conclude that T(S?) = I, which is
false. There are similar examples also for complex bundles.

Stable equivalence of vector bundles: The problems with formal differences of vector bundles can be
resolved by replacing the notion of vector bundle isomorphism by the broader relationship of stable
equivalence. If E and E’ are two vector bundies, not necessarily of the same dimension, we say that E
and E' are stably equivalent and write E = E' provided that

EQI'=E'®r

for some integers / and j.

Taking the Whitney sum with trivial bundles serves to eliminate pathologies arising from low fiber
dimension; this process is called stabilization. Two vector bundles of the same fiber dimension
k > dim(M) are stably equivalent if and only if they are isomorphic; these two notions correspond if the
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fiber dimension is large enough. Since E = E’ and E’' = E” implies E =E”, then = is an equivalence
relation.

Definition of K(M): It E@® F =E' @ F, then E need not be isomorphic to E’, but it is stably equivalent
to E',

E=E'"

If we define Ko(M) to be the set of stable equivalence classes, then formal differences are well-defined
on Ko(M). Thus, for example, T(§*)=1I? and T(S?) is stably trivial. Let Vect,(M) be the set of
isomorphism classes of vector bundles of fiber dimension k. We say that k is in the stable range
provided that:

k > dim(M) (if we are working with real vector bundles)
k>1dim(M)  (if we are working with complex vector bundles),

where dim(M) denotes the real dimension of M. We can identify Vect, (M) with Ko(M) in the stable
range. In other words, once k is large enough, given any bundle E there is a bundle E’ with fiber
dimension k such that E = E’. Furthermore, if E 5= E” is another such bundle, then E' and E" are
actually isomorphic.

If E is a vector bundle, we can always find a complementary bundle F such that E@® F =1I' is trivial
for some integer /. The isomorphism class of F is not uniquely defined, but the stable equivalence class
of F is unique and defines an element of Ko(M). Since I' represents the trivial or ““zero” element of
Ko(M), F is the formal inverse of E. We thus have a group structure on Ky(M). Formal subtraction of
the bundle E is defined by taking the Whitney sum with the complementary bundle E~' = F. Since
Ko(M) = Vect, (M) for k in the stable range, this also defines a group structure on Vect, (M).

Unreduced K-theory: Ko(M) does not distinguish between trivial bundles of different dimension since
I' =I* for any k and /. We define a new group K(M) using the following construction of Grothendieck
(see Atiyah [1967]). If E and F are vector bundles, we define the virtual bundle E O F representing
their formal difference. K(M) is the Abelian group whose elements are virtual bundles. Thus 7'(S?) and
I? represent the same element of K(S?).

The virtual dimension of E OF is dim(E)—dim(F). Ko(M) can be identified as the subgroup of
K (M) with vanishing virtual dimension.

Note that the tensor product is distributive with respect to the Whitney sum and thus defines a
multiplication or ring structure on both K(M) and Ky(M).

Rational K-theory. We define K(M) by allowing objects of the form JE where j could be 0, positive
or negative. If j is positive, this is just EQ® - - - @ E, while if j is negative, this is a formal object involving
formal differences. It is convenient to consider other coefficient groups in this context just as we did for
homology and for cohomology. K(M; @) and K(M ; @) are the groups which arise when we consider
objects of the form gFE where g is rational:

KM; Q=KM)xXQ K¢M; Q=K M)xQ.
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So far, we have not really distinguished between the complex and real case except to note that the
stable range is greater in the complex case. We shall reserve the notation K(M) and K(M) for the
group of complex bundles and shall use the notation K*(M) and K4(M) for the group of real vector
bundles.

The Chern isomorphism: The Chern character provides the bridge between rational K-theory and
rational cohomology. We recall that the Chern character satisfies the identities

ch(E @ F)=ch(E)+ch(F), ch(E® F)=ch(E)ch(F).
We can, in fact, extend the Chern character to K theory so that
ch(E © F)=ch(E)— ch(F).

This relationship is one of the important consequences of the Grothendieck construction.
The Chern character is a ring isomorphism from K(M; @) to the even-dimensional cohomology of
M; it is a map

ch: K(M; Q-@HM; Q).

If we restrict the Chern character to the subgroup Ko(M; @), then ch provides an isomorphism

ch: KoM; Q)= @(}H”(M; Q).

In other words, if M has non-trivial even cohomology, then M will have non-trivial vector bundles. In the
real case, ¢;(E)=0if j is odd so

ch: K'M; @)= @HYM; Q).

Thus, for example, any real vector bundle over S? is stably trivial since there is no real cohomology in
dimensions divisible by 4 above H°. On §*, by contrast, there are many non-trivial bundles which are
parametrized by the first Pontrjagin class p, because H*(S*; Q)= Q.

Torsion in K-theory: Suppose k >3 dim(M) is in the stable range and consider the set of all cohomology
classes of the form ch(E) as E ranges over all possible bundles with fiber dimension k. This set spans
the even rational cohomology of M. Furthermore, if ch(E)=dim(E) (i.e., ¢,(E)=0 for /> 0), then
some multiple of E is stably trivial: there exists an integer j such that

E® - @®E=[ 4®,

In other words, JE =0 in K-theory so E is a torsion element of K(M). The Chern character permits us
to compute K(M) modulo torsion.

The existence of torsion elements in K-theory can be illustrated by the following example: consider
P,(R), which is §* modulo the identification of antipodal points, x ~ —x. We define L as the bundle over
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P,(R) obtained by identifying (x, z) ~ (—x. —z) in $* x C (this is a generalization of the Mdbius bundle).
A section s of L over P»(R) is simply a function s on S” satisfying the identity —s(x) = s(—x). Since any
such function must have a zero, L is non-trivial (and in fact is not stably trivial so L represents a
non-zero element of K(P»(R))). A frame for L@ L is just a map g: S*->GL(2,C) such that
g(x)=—g(—x). If we define:

o x X2t iX,
g(x)_ <X3—iX3 — X )
then g(x)’ =1 for x €S”. Thus L ® L =1’ on P»(R) and L represents a torsion element of K(P(R)).
If M has only even dimensional free cohomology, then there are no torsion elements in K(M) so we
can identify K(M) with @; H¥(M ;Z) additively (the ring structures are different). Since both §" and
P, (C) satisfy these hypotheses, we conclude that:

KGﬂ={§?ﬁ£ﬁf€wn KP.C)=2Z® - ®Z (n+1times)
o _ [Zif niseven _ .
Ko(S™) = {Oifn seve KoPi(C)=2Z@ - DZ (ntimes).

For example: if n is odd and if dim(E) > in, then E is trivial on " since Ko(S”)=0. If n is even and if
k > 3n, we may identify

Vect, ($")=K(S")=2Z.

In other words, the stable equivalence class of any bundle E over $" can be determined from the
integer

f o(E)  forl=n.

s

The bundles constructed in example 5.4.2 give the generators for K(S") if n is even.
Bott periodicity is the statement that the stable homotopy groups of U(k) are periodic. This means
that:

_(Zforjoddandj<2k
(U k)= {0 for j evenand j < 2k.
This is related to the calculation of Ko(S™*') = Vect,(S”*") as follows: let E be a k-dimensional bundle
over S"*! and let D. be the upper and lower hemispheres of $**'. These are contractible so E is trivial
over these sets. Let e.. be unitary frames for E over D. and let e. =g(x)e, on S" =D, N D_. g(x) is
the transition function defining E and gives a map g: $” — U(k) which represents an element of U(k).
This map is in fact an isomorphism in the stable range. Therefore:

Z ifn+liseven (i.e.n isodd)

— n+1y __
T (U k) = Ko($™7) = {O ifn+1lisodd (i.e. n is even).
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For example, we find that (U (k))=2Z, so Vect,($*)=2Z for all k. Since 7(U(k)) =0, we conclude
that Vect, (S*)=0 for all k.
Another way of stating Bott periodicity is to take k = x and write

T (U (@) = m, 2(U ().
A similar but somewhat more involved argument for the real groups O(k) leads to the formula
T, (O(*)) = 7, (O ().

Remark: Difference bundles of the type treated by K-theory play an essential role in the mathematical
definition of high-spin fields, such as the spin 5 Rarita-Schwinger field. K-theory is implicitly used in the
applications of index theorems to high-spin fields described in section 10.

7. Index theorems: Manifolds without boundary

The index theorem states the existence of a relationship between the analytic properties of
differential operators on fiber bundles and the topological properties of the fiber bundles themselves.
The simplest example is the Gauss—Bonnet theorem, which relates the number of harmonic forms on
the manifold (Betti numbers) to the topological Euler characteristic given by integrating the Euler form
over the manifold. In this case, the relevant differential operator is the exterior derivative mapping
C*(A”)—> C=(A"*"), and the analytic property in question is the number of zero-frequency solutions to
Laplace’s equation. In general, the index theorem gives analogs of the Gauss—Bonnet theorem for other
differential operators. The index of an operator, determined by the number of zero-frequency solutions
to a generalized Laplace’s equation, is expressed in terms of the characteristic classes of the fiber
bundles involved. Thus the index theorem gives us useful information concerning various types of
differential equations provided we understand the topology of the fiber bundles upon which the
differential operators are defined.

We will first discuss the general formulation of the index theorem and then apply it to the classical
elliptic complexes. We work out the index theorem explicitly in dimensions two and four for the de
Rham, signature, Dolbeault and spin complexes. The index theorems for these complexes correspond to
the Gauss-Bonnet theqrem, the Hirzebruch signature theorem, the Riemann—Roch theorem, and the
index theorem for the A-genus. We conclude with a discussion of the Lefschetz fixed point theorem and
the G-index theorem.

7.1. The index theorem

We begin for the sake of completeness with a fairly abstract description of the index theorem of
Atiyah and Singer [1968a,b; 1971a,b]. The reader who is interested in specific applications may
proceed directly to the appropriate subsequent sections. For an alternative treatment using heat
equation methods, see, for example, Gilkey [1974], and references quoted therein.

Let M be a compact smooth manifold without boundary of dimension n. We will consider the case of
manifolds with boundary in section 8. Let E and F be vector bundles over M and let D: C*(E)~
C*(F) be a first-order differential operator. We choose local bundle coordinates for E and for F, with
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{x;} being local coordinates on M. Then we can decompose D in the form

D = a;(x) d/dx; + b,
where the a; and b are matrix-valued.

Symbol of an operator: The symbol of an operator is its Fourier transform. Let (x, k) be local coordinates
on T*(M); we regard k as the Fourier-transform variable. Let f(k) be the Fourier transform of f(x) and
recall that

Df(x) = a(x) L& + o
- f lia,(x) k; + b] flk) e** dk.

The leading symbol D of D is the highest-order part of its Fourier transform,
D(x, k)= o(D) (x, k) = ia;(x)k;.
This is a linear map from E to F.

Elliptic complexes: If E = F and if D(x, k) is invertible for k# 0, then D is said to be an elliptic operator.
A similar definition holds for higher order operators.

Let {E,} be a finite sequence of vector bundles over M and let D,: C*(E,)— C*(E,..) be a sequence
of differential operators. We assume that this sequence is a complex, i.e., D,.,D, = 0. Figure 7.1 gives
the standard graphical depiction of such a complex. Now let D}: C*(E,..)—> C*(E,) be the dual map
and let

A,=DD,+D, D%,

be the associated Laplacian. The complex is elliptic if 4, is an elliptic operator on C”(E, ). Equivalently,
the complex is elliptic (or exact on the symbol level) if

Ker D,(x, k) =image D,_,(x, k),  k#0.

Fig. 7.1. A piece of a complex with DD, | = 0. The hatched area is Im D,_,. The dotted area is Ker D,/Im D, ;.



Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geometry 323

Here the exactness on the symbol level plays a role analogous to that played by the Poincaré lemma in
de Rham cohomology. These properties define an elliptic complex, denoted by (E, D)= ({E,}, {D,}).

Cohomology of elliptic complexes: There is a generalization of the Hodge decomposition theorem for an
elliptic complex (E, D). If f, € C*(E,), then f, can be uniquely decomposed as a sum

fp = Dp—lfp-I +D:fp+1 + hp

where h, is harmonic in the sense that 4,h, = 0.
We observe that

Ker D, DImage D,_,

because D,D,_, = 0. We may thus define cohomology groups for the elliptic complex (E, D) by (see fig.
1.1)

H*(E,D)=Ker D,/Image D,_,. 7.1)

As in de Rham cohomology, each cohomology class contains a unique harmonic representative, so we
have an isomorphism

H”(E,D)~Ker 4,. (7.2)

These cohomology groups are finite-dimensional.
The index of an elliptic complex (E, D) is

index (E, D)= Y, (-1¥ dim H”(E, D)

= (-1y dimKer 4,. (1.3)

Example: Let E, = A”(M) and let D, = d be exterior differentiation on p-forms. Then
H?(E,D)=H%g(M)=H*(M;R)
by the de Rham theorem. The index of this complex is therefore the Euler characteristic,

index(4*,d)= Y (1Y dim H*(M;R) = (-1¥b, = y(M). (7.4)

Note that the leading symbol of the Laplacian is D(x, k) = +|k[?, so the complex is indeed elliptic.

Rolling up the complex: It is possible to construct a convenient two-term elliptic complex with the same
index as a given complex (E, D). Let

Fo=®E2p F1=®E2p+1
P p
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be the even and odd bundles. respectively. Then we consider the operators
p— *
A=® (D, + D%, 1)
»

A* :®(D§p+D2p —l)

where A: C*(F,)»> C"(F)) and A*: C*(F,)— C”(F,). The associated Laplacians are
h=A*A=3 4.,
[’

D] :AA* = @Alp+l~
r

Therefore

index (F, A)= dim Ker [J, - dim Ker [],
= (-1 dim Ker 4, = index (E, D). (7.5)
P
We note that if k# 0, the leading symbol A(x, k) of A is an invertible matrix mapping F, to F;. In
particular, these two bundles have the same dimension.
Example: Let (E, D)= (A%, d) be the de Rham complex. Then F,, is the bundle of even forms, F, is the

bundle of odd forms, and A =d +68. The Euler characteristic is the sum of the even Betti numbers
minus the sum of the odd Betti numbers.

The index theorem: The general index theorem may be described as follows: Let (x, k) be local
coordinates for 7*(M) and choose the *‘symplectic orientation” dx; A dk; A -+ A dx, A dk,. Let D(M)
be the unit disk bundle in T*(M) defined

DM)={(x. k): [k[*=1}
and let the unit sphere bundle S(M),

SM)={(x, k): |k =1}
be its boundary. Now take two copies D.(M) of the unit disk bundles and glue them together along
their common boundary S(M) to define a new fiber bundle ¥ (M) over M with fiber S". W(M) is the
compactified tangent bundle of M. The orientation on ¥(M) is chosen to be that of D.(M). Finally, let
p be the projection,

p:Y(M)->M (7.6)

and let p. be the restrictions of p to the “hemisphere bundles” D.(M),

p-:D.(M)->M. (7.7)
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Given this structure, we wish to compute the index of an elliptic complex (E. D), which we roll up to
form a two-term elliptic complex (F, A). Let A(x, k) be the leading symbol of the operator A. Now
consider the pullback bundles

F.=p%(F,) overD_(M)

(7.8)
F =pXF\) overD (M)

Intuitively, we are placing the two bundles of the complex over the two hemispheres of ¥(M). We
would now like to glue these bundles together to form a smooth bundle over ¥(M).

We can regard A(x, k)=o.(A)(x. k) as a map from F. to F_ over S(M)=D.(M)ND (M)
Because the complex is elliptic, A(x, k) is an isomorphic map from F, to F_ over S(M). We use this
isomorphism to define the vector bundle ¥(A) obtained by gluing F. to F_ using the transition function
A(x, k) over S(M). 3(A) is sometimes called the symbol bundle.

Let td(M) be the Todd class of T(M) and ch(X(A)) be the Chern character of the symbol bundle.
Then the Atiyah-Singer index theorem states that

index(E, D) = index(F, A) = f ch(Z(A)) r p* td(M). (19)
w(M)

We include in the integrand only those terms of dimension 2n = dim ¥(M). For the four classical
elliptic complexes, this formula reduces to the form

index(E, D) = (=112 J' ch(@(—l)"E,,) ﬂ—)f% ' (7.10)

where e(M) is the Euler form and the division is heuristic.
Note: The index of any elliptic complex over an odd-dimensional manifold is zero; this would not be
true if we considered pseudo-differential operators. For example, let

M=S'

F() = F] = Sl X C

A = e‘io('—i 59 + (_892)1/2) - (i ag + (—802)”2)

A8, k)=e*(k +|k|)+ (k — |k]).

This is a pseudo-differential elliptic complex with index = 1.

7.2. The de Rham complex

The exterior algebra A*(M) can be split into two distinct elliptic complexes. In this subsection we
discuss the first, the de Rham complex, which is related to the Euler characteristic. We will discuss the
second, the signature complex, in the following subsection.



326 Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geomeiry

The de Rham complex arises from the decomposition of the exterior algebra into even and odd
forms:

Aeven__:AO®Az®.”
Aodd A ®A3®

The operator for this elliptic complex is d + § where
(d+8): C*(A*") > C™(A°%).
The index of the de Rham complex is the Euler characteristic y(M),
index(A¥*™°% d + 8) = y(M). (7.11)

When we apply the index theorem to the de Rham complex, we recover the Gauss-Bonnet theorem,
xM)= [ ea), (.12)
M

where e(M) is the Euler form. Using the results of the previous section, we may express e(M) explicitly
to show

n=2:

x(M)= f s dvol

i 1
_?4—7}- Eab‘Rab _217_ J’ RlZs
M

M

n=4:
1
x(M)= 1672 f G‘Ri;inklkl = 2R Ry + %RiiklRijkl) d vol
M

1
= 0T I €abcd Ras N Rea,

M

where R,, is the curvature 2-form of M.

It is worth noting that we can use these integrals to evaluate x(M) even if M is not orientable by
regarding (d vol) as a measure rather than as an n-form. The remaining index theorems will only apply
to oriented manifolds.

Examples: (1) 1f M = $", then y =0 for n =odd, y =2 for n =even. 2) If M = P,(C), then y =n+1.
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7.3. The signature complex

The second splitting of the exterior algebra leads to the signature complex. We restrict ourselves
henceforth to oriented manifolds of even dimension, n =2/. We recall that the Euler characteristic
x(M) can be regarded either as a topological invariant or as the index of the de Rham complex.
Similarly, the signature can be regarded either topologically, or as the index of an elliptic complex.

Topological signature. Let  and ¢ belong to the middle cohomology group H'(M; R) and define the
inner product

a8, d)= I 6 A o

This inner product is symmetric if [ =even (so n is divisible by 4) and anti-symmetric if | = odd. By
Poincaré duality, this inner product is non-degenerate: for any 8 # 0, there is a ¢ such that o/(6, ¢) # 0. The
topological signature T(M) is defined as the signature of this quadratic form, i.e., the number of positive
eigenvalues minus the number of negative eigenvalues. Note that if / = odd (i.e., n was not divisible by 4),
then 7(M) vanishes automatically.

If n = 4k, we may relate the signature to the space of harmonic forms H*(M; R). Since **=1 on
H*(M;R), we may decompose the harmonic forms into subspaces H (M ;R) with eigenvalues *1
under the action of Hodge *. Since o(8, @) is related to the standard inner product by

0(6,6)= (6% b) = j 61 6.

the decomposition of H** into HZ* diagonalizes the quadratic form. Therefore, we may express the
signature of M as

(M) =dim H*(M;R)-dim H*(M:R)
=b;k_b2~k, (713)
where we have split the middle dimension Betti number into by, = b3, + b3,.
Examples: (1) If M =5%, then n=2/ and b, =0, so 7=0. (2) If M =P5(C), then n =4/ and

b21=b§,=1,80 r=1.

Signature complex: We may use the above relationship to compute 7(M) as the index of an elliptic
complex. We define an operator w acting on p-forms by

W= iP(P—1)+n/2 *
where w = * on A if n = 4k. It is easy to show that

w(d+8)=—(d+8)w
w?=+1.
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(Note that (—i)"*w is just Clifford multiplication by the volume form.) Now let A™ be the =1
eigenspaces of w. Since w anticommutes with D = d + §, we may define the elliptic complex

(d+8): C(AT)-=C™(A7).

This is the signature complex. The contributions of the harmonic forms with eigenvalues +1 under w
cancel except in the middle dimension. The index of the signature complex is the signature T(M),

index(A*,d+ &) = dim H*M;R)—dim H*(M;R) = 7(M). (7.14)

When we apply the index theorem to the signature complex, we recover the Hirzebruch signature
theorem,

T(M)= f L(M), (7.15)

where L(M) is the Hirzebruch L-polynomial

1
i —_ _ 2
L(M)= Htanhx 1+3P1 5(7P2 pr)t
We only evaluate the integral for the part of L(M) which is an n-form, and so 7(M)=01if n is not a
multiple of 4. Since the formula depends on the orientation of M, (M) changes sign when we reverse
the orientation. Using the results of the previous section, we may express L(M) explicitly to show

n=2:
TM)=10
n=4
(M) = 3pr T(M))= fTr(RAR)

Twisted signature complex (Atiyah, Bott and Patodi [1973,1975]). Although r(M)=0 for n =
2,6,10,..., we can obtain a non-trivial index problem by taking coefficients in another vector bundle
V. We can extend (d + §) to an operator (d + &)y, where

d+é): CCA @®V)>C (A ®V).

The index theorem then becomes

index(A*® V. (d+ 6)y) = f L(M)  ¢h(V), (7.16)
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where ¢h is the Chern character with 12 replaced by 2(2. ie.,
&(V)=3 (i)k 2 1r0%) (7.17)
h k 271’ k' ) )

Thus, in particular, we find

n=2:
index = J'zc,(V)=%fTrn
M M
n=4:

index = dim(V) 5 f pi+ f QcH(V) = dex(V))

=—g%‘—;)ITrR/\R—#ITrQAQ
M M

where (2 is the curvature of the bundle V. (Recall that if F is a 2-form corresponding to physical gauge
field strengths, then 2 =iF for U(1) bundles, £ = (A?/2i)F, for SU(n) bundles, etc.)

If we perform the corresponding construction for the de Rham complex to define (d+8)v:
C (A" ® V) C*(A°* ® V), then the index of this elliptic complex is just dim(V) y (M); the twisting
is not detected by the de Rham complex. However, the signature complex is quite sensitive to the

twisting, which can be used to produce an elliptic complex with non-zero index even in dimensions not
divisible by 4.

7.4. The Dolbeault complex

If M is a complex manifold of real dimension n (complex dimension n/2), we may split the exterior
algebra in yet another way. In section 3.4, we examined complex manifolds and defined the operator

3: C*(A79) > C™(A*Y),

The Dolbeault complex is obtained by taking p = 0. We write the index of this complex as

n/2

index(9) = Z (1) dim H**(M),

where H”“ is the cohomology group of 4 on C*(A%). The index of the Dolbeault complex is the
arithmetic genus of the manifold and is the complex analog of the Euler characteristic. If the metric is
Kihler, there is a natural identification
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H*M:R)= @ H"(M),

p+g—k

so that the H”“ can be regarded as a refinement of de Rham cohomology.
When we apply the index theorem to the Dolbeault complex, we recover the Riemann-Roch
theorem:

index(7) = f (d(T.(M)). (7.18)

where T.(M) is the complex tangent space introduced in section 3.4 and td is the Todd class:

td(TC(M)):HT?)Cé?=1+%c|+%(a+c?)+---.

In the special cases n = 2 and n = 4, we can relate the arithmetic genus to the signature and the Euler
‘characteristic as follows:

n=2
index(3) = 3x (M)
n=4:
index(d) = :(x (M) + 7(M)).
Examples: (1) If M = P,(C), index (3)=1. 2) It M =S’ x §', index (3) = 0.
Remark: We can use these formulas to show that certain manifolds do not admit complex structures.
For example, if M = §*  then y =2, 7 =0 and index (d) = 5, which shows S* is not complex. P»(C) with

the proper orientation has index (3)=3(3+1)=1 and is complex; P»(C) with the opposite orientation is
not complex since index (8)=3:;(3—1)=3.

Twisted Dolbeault complex: Just as in the case of the signature complex, we can consider the tensor
product bundle A°? ® V and obtain a corresponding elliptic complex. The index theorem then becomes

index(3,) = f td(TM)) A ch(V) (7.19)

where ch(V) is the ordinary Chern character of V without any additional powers of 2. Thus, in
particular, we find

n=2:

index(3,) = 5 dim(V) f TAM))+ f (V)

M

_1.. e
= 3 dim(V) (M) +3- fTrrz
M
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n=4:
index(3,) = 75 dim(V) f [eATAM)) + 3 (TC(M))]+% J' [l TM)) A ci(V)+ (V)= 2 V)].
M
In particular, if we take V = A”°, then we can compute £, (—1)? dim H?9(M) for any value of p, not
just for p =0.
7.5. The spin complex

The spin complex is perhaps the most subtle and interesting of the classical elliptic complexes. The
deepest insight into its mathematical structure can be achieved using Clifford algebra bundles (Atiyah,
Bott and Shapiro [1964]). Clifford algebras also provide a unified context for treating all four of the
classical elliptic complexes. In fact, one may use the Clifford algebra approach to show that the spin
complex is interpretable as the square-root of plus or minus the de Rham complex. Here we shall give a
more mundane treatment of the spin complex.

We begin by restricting ourselves to a four-dimensional Euclidean-signature Riemannian spin
manifold M. We choose Dirac matrices obeying

Y v’ ="y + y*y® = -28.

and take the representation

‘y“=( 0 “6"); a0 =(L—iA). @ =(LiA)

—id,

where {A} are the 2 x 2 Pauli matrices

(01 _ (0 —i (1 0
Al—(l 0)* Az—(i o) /\3—(0 _1).
Then the chiral operator ys is diagonal,
I 0
s = 7"7‘727’—<0 _I)

and we may split the space of Dirac spinors {¢.,} into two eigenspaces of chirality +1:

The Dirac operator D is defined using the covariant derivative with respect to the basis of
orthonormal frames of T%(M). Thus we take

D =vy"E*(x)D,(x)
= YaE “(X) ( 4[7b’ YC] w#bc (X))
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where E,* is an inverse vierbein of the metric on M and w,” dx* is the spin connection introduced in
section 3. We observe that

D'D =DD"=~g"D,D, + Yo vo lil %e. ya]R**

Ja 4
=gt 4
g ax* ax"

so the leading part of the operator is elliptic for metrics with Euclidean signature.

Clearly the spinors . (x) upon which D acts are the analogs of C™ sections of the fibers of the
bundles we treated in previous examples. We therefore must introduce a pair of corresponding spin
bundles A. over M with local coordinates

A (x”, ).

Thus we finally arrive at the following definition of the spin complex

D: C*4.)»C*4.)
D" C*(4.)->C*(4.).

The index of the spin complex is

index(4., D)= dim Ker D — dim Ker D"
=n.—n_ (7.20)

where
n. = (number of chirality = =1 normalizable zero-frequency Dirac spinors).

When we apply the index theorem to the spin complex, we find

n-n = fA(M) (7.21)

where the A-roof genus is given by

X2 I TN S
M)=11Giher = 24P H57e0 TP —4p2)*

when n =dim M is a multiple of 4. For n =4, we find

1,__ 1 I
~ 55 Pi=35 fp.(T(M))_+24_87T2J'Tr(RAR).
M M

Hence P, is a multiple of 24 for any compact 4-dimensional spin manifold without boundary.
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Twisted spin complex: As for the other complexes, we can take the tensor product of the spin complex
with a vector bundle V to produce a twisted spin complex,

4.QV.

The Dirac spinors then have two sets of indices, one set of spinor indices for A. and one set of
“isospin” indices for V. In a typical physical application, the connection on V would be taken as

ag E
AL(x) 5

where A, is the Yang-Mills connection on the associated principal bundle and {r*} are dim(V)Xx
dim(V) matrices giving a representation of the corresponding Lie algebra. When the Dirac operator D
is extended to the operator Dy, including the connection on V, the index theorem becomes

index(4. ® V, Dy) = J' A(M) A ch(V). (7.22)

The index itself is the difference between the number of positive and negative chirality spinors in the
kernel of the combined Dirac-Yang-Mills operator Dy,

index(4. ® V)=v, —v_.
For n =2, the index theorem for the twisted spin complex reduces to
ve—v_= f a(V)= fTr.()
For n =4, we find

vo—y =- 22V f pUT(M))+1 f (c(VE=2e4(V))

dim V 1
= szr(RAR)—g;ngr(ﬂ A D).
M M

Examples: 1. U(1) principal bundle in 2 dimensions. Since 2 =iF where F =3F,, dx* ndx” is the
Maxwell-field 2-form, we have

-1
VeT V-7 2ﬂfF
M



134 Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geometry

2. SU(2) principal bundle over S*. We choose spinors transforming according to the spin 3 represen-
tation of SU(2), so dim V' =2. Since TrR » R =0 for §* and ¢, =0, we find for the index

V+—v,,=—fc2(V)=—8+72fTr(!2 N D)=k

M

where 2 = 3(A./20)F2, dx*  dx”. Note that the “instanton number” k defined by k = v, —v_ is minus
the 2nd Chern number; k is positive if £ is self-dual and negative for anti-self-dual £2. In the actual
instanton solutions, v. =0 for k <0, k >0, respectively.

For spinors ¢ belonging to a (2¢+ 1)-dimensional representation of SU(2) labeled by f=
0,1/2,1,3/2,. .., the curvature (2, must be expressed as a matrix in the representation of . If we
define

1

k=‘877

s | Tr(2 A 02)

M
where (2 =(2,, is a matrix in the spin 1/2 representation, then the index theorem for (2f+ 1)-
dimensional SU(2) spinors can be shown to be

V+(t)—1/,(t)=—8sz f Tr(, » ) =21(c+1) (2 + Dk.

See Grossman [1977] for solutions of the Dirac equation with arbitrary k and an explicit verification of
the index theorem for the twisted spin complex.

7.6. G-index theorems

The G-index theorem is a generalization of the ordinary index theorem. It is applicable when one is
given in addition to the elliptic complex a suitable map f which takes the base manifold into itself, f:
M — M, and which therefore acts on the cohomology of the complex. For the de Rham complex, f may
be any smooth map; for the signature complex, f must be an orientation-preserving isometry; f must be
holomorphic for the Dolbeault complex, and, for the spin complex, f must be an orientation-preserving
isometry which also preserves the spin structure.

The ordinary index theorem computes the alternating sum of dimensions of the cohomology groups
of the elliptic complex in terms of characteristic classes; the G-index theorem computes the alternating
sum of the trace of the action of f on the cohomology groups (the Lefschetz number) in terms of
generalized characteristic classes.

We first examine the Lefschetz fixed-point theorem, which is a special case of the G-index theorem
for the de Rham complex. Then we briefly outline the application of the G-index theorem to each of
the classical elliptic complexes and present a number of examples.

7.6.1. Lefschetz fixed point theorem
Lefschetz numbers: Let M be a compact real manifold of dimension n without boundary and let
H?(M;R) be the pth cohomology class of M. Let f: M -M be a smooth map and let f be the
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pull-back map on H?(M;R). Then if we choose a suitable basis, f%: H?(M;R)—> H”(M;R) can be
represented as a matrix with integer entries. The Lefschetz number L(f) is the integer

L(f)= 3, (1Y TH(fY)

L(f)is a homotopy invariant of f. If f(x) = x is the identity map, then f} = I4mu is the identity map on
H?(M,R), so

n

L(identity)= 3 (~1¥ dim(H”) = y(M)

p=0

is the index of the de Rham complex. Thus the Lefschetz number can be thought of as a generalization
of the Euler characteristic.

Lefschetz fixed-point theorem: We consider first the special case of an isometry f: M > M. Then the
fixed point set of f consists of totally geodesic submanifolds u; of M. Lefschetz proved that

L(f)= ;X(#,-)- (7.23)

(If f is not an isometry, there are additional conditions which f must satisfy; in this situation, the terms
in the sum are signed according to the direction of the normal derivative of f.) When f is homotopic to
the identity and has only isolated fixed points, then the Euler characteristic of M equals the number of
fixed points of f,

x (M) = (number of fixed points of f).

Vector fields: Let V = v*(x) 3/dx* be a vector field with isolated non-degenerate zeroes on a manifold M
and let the map f(¢, x) be the infinitesimal flow of V:

40, x)=x"

a 4

L (1 x)= o (6 0.
f(t, xo) is the trajectory of the flow of V beginning at x,. Since the flow is homotopic to the identity map,
the Lefschetz number of the flow is the Euler characteristic of the manifold M. Furthermore, the fixed

points of the flow correspond to the zeroes of the vector field. We conclude that the Euler characteristic
of M is equal to the number of zeroes of V:

x (M) = (number of zeroes of vector field). 7.29)
We note that if the flow is not an isometry (i.e., V is not a Killing vector field), then the zeroes of V

have associated plus or minus signs; the Euler characteristic is then the signed sum of the zeroes of V.
Example: §* = P,(C). We know that y(§%)=2.
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Case (1) The map z >e*z

is an isometry which is the flow of a vector field ra 3/36 where z = re'. It has two fixed isolated
non-degenerate fixed points at z =0 and z = =, each of which appears with a positive sign.

Case (2) Themap z >z +1
is the flow of the vector field d/dx, where z = x + iy, and has a degenerate double fixed point at .

7.6.2. G-index theorem

For the remainder of this section, we will only consider maps with non-degenerate isolated fixed
points, although there are corresponding formulas for maps with higher dimensional invariant sets.
With this restriction, we treat the G-index theorem for the four standard elliptic complexes.

We begin by choosing local coordinates x* € U on M such that the map f can be written in the form

F00) = 4 (o) + (x” = x8) 3f* (xo)/3x” + - - -

where x, is a fixed point of the map. We denote the Jacobian matrix f' of the map by

f,(xn) = |(9f“ (Xn)/(?XVI.

We assume that f is non-degenerate, i.e., there are no tangent vectors left infinitesimally fixed by f' at
x,. This is equivalent to requiring that f’ does not have the eigenvalue 1:

Det(I - f) # 0.

Let (E., E_) denote the rolled-up elliptic complex under consideration, and let f* denote the
pull-back operation mapping E. —» E.. Let H* denote the cohomology of the elliptic complex and let f*
act on the cohomology by the pullback. The Lefschetz number of the elliptic complex is then defined to
be

Le(f)=Tr(f*H")~Tr(f*H").
The G-index theorem expresses the global invariant Lg(f) in terms of local geometric information:

_ Tr f*(x0)E, — Tr f*(x0)E_
LelN)= 2t —— et Pl

We next apply this formula to the four classical elliptic complexes; for more details, see Atiyah and
Singer [1968b].
de Rham complex. Let E, = A**"(M,R), E_ = A°**(M, R). Then the G-index theorem becomes

Tr(f*A even) _ Tl'(f*/l odd)

L(f)y =2
de Rham fixed
{points}
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After some algebra, an application of the splitting principle shows that

L(f) =2 Detl=f) _ > sign Det(I - f").

de Rham fixed IDet(I _fl)l h fixed

points points

When f is an isometry, Det(I — f') =1, 50 Lacrnam(f) is just the number of fixed points of f.
Example: Analysis of local behavior of an isometry near a fixed point. Let n =2 and let f be an isometry
which has the local form

( ,) _ (cos 6 —sin 0) (x)

f- sinf  cosf/\y/

(Note: We need not specify M globally, because any orientation-preserving isometry has this local
form.) f' is a rotation about the fixed point at the origin:

, f(cos8 —sinf
r=( )

sin 0 cos 8

As bases for A**™°% we choose

even _ 1 odd _ (dx>
A _(dxAdy)’ AT = dy/

Then

% geven _ 1 )_(1 0)( 1 )
fA (dfll\df2 “\0 1/\dxnady
f*Aodd - <df|) _ (COS f —sin 0) (dx)
df;) \siné  cos @/ \dy
SO Tr(f*Aeven)_Tr(f*Aodd) — 2 _ 2 cos 0
We verify that this agrees with Det(I — f') =2 —2 cos . There is one local fixed point at x =y =0, so the

contributicn to the Lefschetz formula is

2—2cos d -1
[2-2cos 8]

Signature complex: Let M be an oriented manifold of even-dimension n =2/ and let f be an
orientation-preserving isometry. Let E. = A*(T*(M)) be the signature complex and let H* be the
corresponding cohomology groups. We define

Lig(f)=Trf*H* =Tt f*H =Tr f*H"* = Tr f*H"",

since alld¢erms cancel except those in the middle dimensional cohomology class. The G-index theorem is
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then

Lsign(f) = ﬁerd Trf*Al‘*'(;'—-:l;f)*A[,«

points

where the determinant is positive because f is an isometry.
Example: Let n =2 and let f be the same local map used in the de Rham complex example. As bases
for A* we choose
A* ={dx £1dy).
We verify that under the action of the signature operator w = i*, the bases behave as they should:
w(dx £idy)=+(dx zidy).
Applying the pullback map, we find
f*AT =df, +idf; =" (dx +idy)
f*A- =df, —idf,=e(dx —idy).
Again, there is one fixed point at the origin, so the contribution to the G-signature theorem reads

T sin 8

2(l—cos())=+ll—c050

=1icot(/2).

We may extend this result to higher even dimensions n =2/ as follows: Let f' be an orthogonal
matrix which we may think of as a rotation about a fixed point at the origin. We decompose this
rotation into a product of commuting 2 X 2 rotations through angles 8;, j =1,..., /. Then we may show
that the local contribution to the fixed point formula at the fixed point is

liI ising, _

1
fil-cos@ M4 icot(6;/2).

Dolbeault complex. Let M be a holomorphic manifold and let f be a holomorphic map. Let E, = A%"*"
and E_ = A% be the bundles of the Dolbeault complex. Then

LDol(f) = TI‘ f* HO.even _ Tl’ f* Ho.odd
The G-index theorem is

) Trf*Ao‘even ~Tr f*A 0.0dd
Loalf)= 3 [Det(T = F)

points
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Example: Let n =2, take f to be the local rotation about the origin used above, and choose the bases

AO,even — {1}’ A(),odd = {dZ_ — dx _ l dy}
Then the pullback acts as

f*AO,even — 1’ f*A().odd —= dfl — 1 dfz — e—iB dz—

The contribution to the G-index theorem is therefore

l_e—ie
2—2cos 8’

In higher dimensions the contribution is given by the product of such terms.

Spin complex: Let M be a spin manifold and let f be an orientation-preserving spin isometry. Let
E. = A. be the bundles of the spin complex and let H*""™* be the corresponding cohomology groups (or
the harmonic spaces) of the Dirac operator. Then

LsPin(f) =Tr f*HsPin‘+ ~Tr f*HSDin.—’

and the G-index theorem becomes

Trf*4, - Trf*A.
Lonlf)= 3, T LA

points

Example: As before, let n =2 and take f' to be the local rotation around the origin. The spinor bases
for A.,

e =)

transform under the rotation f' as

B ()

Thus the contribution to the G-spin theorem becomes

+igr2 _ —i6/2

€ e -4 i
2—2cos 8 2 sin(8/2)

The contribution to the G-spin index for higher dimensions is a product of such terms.
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Examples 7.6

1. Let G be a compact Lie group of dimension n > 0. Let g(¢) for t €[0, 1] be a curve in G with
g(0)=1 and g(t)#1 for t>0. Let f,(X)=g(t)- X. Then fo(X)=X so f, is the identity map and
L(fo)=x(G). For t>0, f(X)=g(t)- X# X since g(¢)# I. Thus f has no fixed points, so .L(f,)=0.
Since L(fo)=L(f.), x(G)=0. This shows that the following Euler characteristics vanish: y(U(k))=
x(SU(k)) = x(O(k)) = x(SO(k))= 0 for k > 1. If k = 1, then we cannot use this argument; for example,
x(0O(1)) = 2 since O(1) consists of two points =1.

2. Let M = P,(C) for n even (so the dimension of M is divisible by 4). Let x € H*(P,,(C); R) be the
generator discussed in 6.3.2; x* € H*(P,(C); R) is a generator for k =1,...,n. Let f: M—>M and
f*x = Ax. Since f* preserves the ring structure, f*(x*)=A*x*. Therefore

L(f)y=1+A+--+A"
If n is even, this has no real roots so L(f) # 0. Therefore f must have a fixed point.
3. Let M =8'xS" and let f(6,, 6,) = (6, 6,) be the interchange. Let {1, d8,, d8., d6, » d6,} be the
basis for H*(M ; R) discussed earlier. Then

ff)=1  f*do,)=d6. f*(d8.)=d6, f*(d8, »dh.)=—d6, rdé,
Tefi=1  Trfi=0 Trfi=-1

so L(f)=1-0+(=1)=0. The fixed point set of f is the diagonal S' so L(f)=x(S")=0.If g(8,,6,) =
(_02, 01) then

g*(l)zl g*(d0|):—d03 g*(d02)=d01 g*(d01 Ad0:)=d0, /\d02
so L(g)=1-0+1=2. g has two isolated fixed points (0,0) and (, ).
Let M =8°xS° The cohomology ring of M has generators 1€ H'M;R)=R, o, o,€
H*M;R)=R®R, w, » v, € H*(M; R)=R where the w; € H*(S*; R) for each factor. I f(x, y) = (y, x)
then

f*(1)=1 f*(wl):wl f*(wl)zwl f*(w;/\wg)=w2/\w1=wl/\wz

so L(f)=1-0+1=2. The fixed point set of f is the diagonal $* so L(f)=x(S*)=2. If g(x.y)=
(~y, x), then

gr()=1 g* (@)= ~w: g (w2) =, gH@irw)=-w "0,

s0 L(g)=1-0+(=1)=0. In this case g has no fixed points.
4. Let M = S' x §' be the 2-torus with generators d6, and dé,. Then (with w = i*)

w 'd0|=id02, @ 'd02=_id0|,

so (d6; =id#@,) spans HL(M;R). If f(8,, 6.)=(6,, 8,) is the identity map, then Trf*-Trf*=1-1=
7(M) = 0. Suppose that g(8,, 8,) = (-0, 6,), then
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g*dd =-dg. g*do.=de,  g*(d6,d6.)=dé, A de.
g*(d6, +id6.) =i(dg, +ide,)

g*(d8, —idé,) = ~i(dg, —idé,)

Liga(g)= i—(-i)=2i.

Since Lg.(f) is a homotopy invariant, we use an argument similar to that given for the ordinary
Lefschetz number to show 7(M) = 0 either if M is a compact Lie group or if M admits a Killing vector
field without zeroes.

8. Index theorems: Manifolds with boundary

The applications of the index theorem described in the previous section hold only for bundles with
base manifolds M which are closed and compact without boundary. Many interesting physical situations
deal with base manifolds M which have nonempty boundaries or which, for M noncompact. can be
treated as limiting cases of manifolds with boundary. This section is devoted to the extension of the
index theorem to manifolds with boundary carried out by Atiyah, Patodi and Singer
[1973. 1975a, 1975b, 1976].

Euler characteristic boundary corrections: In order to understand more clearly the necessity for boundary
corrections to a topological index, let us review the familiar case of the Euler characteristic of a
two-dimensional disc. The general formula can be written

1 1 ds 1
X[M’BM]_EJ‘R+E ;4‘52(#‘0,‘).
M aM
Here R is the curvature 2-form (essentially the Gaussian curvature), 1/p is the geodesic curvature on
the boundary and 6; is the interior angle of each vertex, as shown in fig. 8.1. We illustrate the
application of the formula to the three special cases depicted in fig. 8.2:
(@) Flat, n-sided polygon: We simply recover the fact that

>6=(n-m
i=1
implies
x=0+0+1.
</
< By
8

a b Cc

Fig. 8.1. An arbitrary two-dimensional surface with the topology of a disc. Fig. 8.2. Special cases: (a) polvgon. (b) circle. (c) hemisphereA
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(b) Flat circle of radius r; with ds = r d¢ and p = r, only the geodesic term contributes:
x=0+1+0.

(c) Hemisphere: the geodesics normal to the equator are parallel at the equator, so p=%, R =
(1/r*)r* d¢ d cos @ and only the Gaussian curvature term contributes,

x=1+0+0.

We conclude that although the Euler characteristic of a disc is always y = 1, the Gaussian curvature
and the boundary terms interact in complicated ways to maintain the topological invariance of the
formula.

Remark: The area of a spherical polygon can be computed from the formula above using y = 1. Taking
the sphere to have unit radius, we find

Spherical area = f R=Y 6 -(n-2)m.

polygon

For flat polygons (sphere of infinite radius), the “area” vanishes and we recover 2 6, = (n —2)7. On a
hyperboloid, the curvature is negative and the effective area is the angular defect,

Hyperboloidal area = (n - 2)7 — > 4.

8.1. Index theorem with boundary

When we consider manifolds with boundary, we must first study the boundary conditions which
determine the spectra of the operators. Ideally, one would like to find an index theorem using
conventional local boundary conditions such as those appearing in ordinary physical problems.
However, Atiyah and Bott [1964] have shown that in general there exist topological obstructions to
finding good local boundary conditions. The spin, signature, and Dolbeault complexes in particular do
not admit local boundary conditions, although the de Rham complex does. Therefore if one wants a
general index theorem for a manifold with boundary, one must consider non-local boundary conditions.
Atiyah, Patodi and Singer discovered that appropriate non-local boundary conditions could indeed be
used to formulate an index theorem for elliptic complexes over manifolds with boundary.

We now outline the general nature of the Atiyah-Patodi-Singer index theorem. We begin by
considering a classical elliptic complex (E, D) over a manifold M with nonempty boundary dM. For
simplicity, we assume that {E} is rolled up to a 2-term complex, D: E,— E,. In order to formulate the
index theorem, we require analytic information on the boundary in addition to the purely topological
information which sufficed in the case without boundary.

Boundary condition: We assume for the time being that M admits a product metric

ds? = f(ro) d7” + gi(1o, ) A0’ A&
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on the boundary, where 7 = 7, defines the boundary manifold dM. (We will deal later with the case
when M does not admit a product metric.) Then we construct from D a Hermitian operator whose
eigenfunctions ¢ are subject to the boundary condition

d~e* k>0 8.1)
near the boundary.

The index: We now define cohomology classes H”(E, D, dM) whose representatives obey the required
boundary conditions. The corresponding index is then taken to be

index(E, D, M) =S, (~1YH”(E, D, iM).

Form of the index theorem: The extended index theorem of Atiyah-Patodi-Singer for manifolds with
boundary takes the form

index(E, D, aM) = VM| + S[aM ]+ ¢[oM ). 8.2)
Here

V[M]=the integral over M of the same characteristic classes as in the M =# case. V is
computable from the curvature alone.

S[dM] = the integral over dM of the Chern-Simons form, described below. S is computable from the
connection, the curvature, and the second fundamental form determined by a choice of the
normal to the boundary.

£[oM] = cn[M]=a constant ¢ times the Atiyah-Patodi-Singer 7n-invariant of the boundary, des-
cribed below. The #n-invariant is determined by the eigenvalues of the tangential part of D
restricted to the boundary dM. For several important cases, n can be computed algebraic-
ally.

The surface correction S[dM] is present only if one uses a metric on M which does not become a
product metric at the boundary. The £[dM] correction is absent for the de Rham complex, but plays a
crucial role in the Dolbeault, signature and spin complex index theorems.

General nature of the boundary corrections: One can develop an intuitive feeling for the nature of the
boundary corrections to the index theorem by examining a pair of manifolds M and M’ with the same
boundary

L=0M=aoM"

We give M and M' each a metric and a connection and assume that they admit the same product metric
near their boundaries. Thus we may sew M and M’ together smoothly along their common boundary to
form a new manifold M U M’ without boundary.

Now assume M and M’ are 4-dimensional and consider, for example, the signature 7 of M U M'. By
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the no-boundary index theorem,

(M UM)= -5 f Te(2 1 0)

M UM’

where (2 is the curvature of the assumed metrics on M and M’

Now we break the integral into two parts, one involving M, the other M’ with the opposite
orientation to its orientation in M U M’ (this gives M and M’ the same relative orientation). If we call
{2 the curvature in M’ with the new orientation, we find

f Tr(2 £ 0) = f Tr(2 £ 0) - f Tr(2' 1 ).
M UM’
Since with our chosen orientation the Novikov formula gives (see, e.g. Atiyah and Singer [1968b])

M UM)=1M)-1(M’),

we find

T(M)+# J' Tr(Q A 0) = A )

Hence the quantity

~ns[L] = 7(M)+

o szr(mn)

depends only on the metric on L = dM. The index theorem gives an alternative expression for 7s in
terms of the eigenvalues of the signature operator restricted to oM.

Next, suppose that we have a metric § on M which is not a product metric on the boundary. Let @
be the connection obtained from g and let () be its curvature. Then, as shown in section 6. the difference
between Tr2 A 2 and Tr 2 A £ is a total derivative,

dQ (6, 0)=(Tr2 A 0-Tr2 r ),

where {2 is the curvature of the metric g which is a product metric on dM. This expression gives an
additional analytic correction to the index,

S{oM] = f Q.

We now turn to a precise definition of the n-invariant.
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8.2. The n-invariant

We consider our 2-term elliptic complex (E, D) with D: E,— E, a linear operator obeying the
boundary conditions (8.1). We choose 3/dr to represent the outward normal derivative on M. We write
D as

D=A-9+Bdlogr=B(B'A-3+4d/dr)

where A and B are matrices and A - 4 represents the tangential part of D. Whereas D itself might not
have a true eigenvalue spectrum because E, # E, in general, the operator

D=B"'A"3|om

maps E;— E, on M and does have a well-defined spectrum. We let {A;} denote the eigenvalues of the
tangential operator D acting on M.

The n-invariant of Atiyah-Patodi-Singer is then defined by examining a natural generalization of the
spectral Riemann zeta function for non-positive eigenvalues:

npls, IM] = % sign(A ™5, s>n2 (n=dim M)

A;#0

It has been shown that, despite the apparent singularities at s = 0, this expression possesses a regular
analytic extension to s = 0; this continuation defines the n-invariant:

np[dIM]= np(s =0, IM]. (8.3)

Harmonic correction: If the elliptic operator D in question admits zero eigenvalues (as does the Dirac
operator), then one must be careful to account for the missing zero eigenvalues in the definition of np.
The correct prescription is to add hp(3M), which is the dimension of the space of functions harmonic
under D

Mo > Tp + hD.

Intuitively, it is clear that 9, counts the asymmetry between the number of positive and negative
eigenvalues on the boundary. Furthermore, 7, is independent of the scale of the metric, and hence is
independent of the numerical values of the {A;}. If the spectrum {A;} varies with some parameter,
typically a parameter specifying the location of the boundary surface, the smallest positive eigenvalue
(say A, ), may change sign at some point: one sees immediately that then there is one less positive
eigenvalue and one more negative one, SO 1, jumps by two:

M = 7Np — 2.
(Clearly many jumps with either sign can occur.) However, we note that exactly at the point where

A =0, we must omit A, from the sum and add one, the dimension hp of the new harmonic space; thus
there is no change in np until A, <0.
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Computation of np: There are variety of special circumstances in which 7, can be calculated directly,
e.g., when D = the signature or Dirac operator. The simplest situation is that in which the metric on dM
possesses an orientation-reversing isometry; in this case

no[dM] =0

(If. D is the Dirac operator, one must also assume that M is simply connected.)
Another case which has been calculated directly is that where the metric on dM is that of a distorted
s,

ds’=0’+0,+ 1%
Hitchin [1974] has shown by solving for the eigenvalues of the Dirac operator that
N Dirac — é(l - /\ 2)2-

When A =1, the $* metric has an orientation-reversing isometry and 7p;.c vanishes as it must.

If one takes the symmetric (A = 1) §> metric and identifies opposite points to get a metric on Ps(R),
7s remains zero but 7p;,. may be non-zero because Ps(R) is not simply connected and possesses two
inequivalent spin-structures. In fact, the n-invariants for the standard operators can be calculated fairly
straightforwardiy using G-index theory when the metric on dM is that of S* modulo a discrete group.
We define the Lens spaces of S> by taking R*=R?x R? and identifying the first R* with itself when
rotated by €', then doing the same thing for the second R* rotated by e'®, where 8, and 6, have
rational periods. The simplest case, P;(R), is obtained by setting 8, = 6, = 7

Let m#, = m#, =27. Then the general formulas for the %-invariant corrections to the indices for
Lens space boundaries are (Atiyah, Patodi and Singer [1975b]; Atiyah [1978]; Hanson and Romer [1978]):

Signature: =% 2 cot 5k8, cot 3k6,
(=0 for P;(R))
m-—1
Dirac:  &piac=— L > = !

4m &, sin 2k@, sin 2k0,
(=—% for Py(R))

—1
§Rs—-—— 2 2cosk0,+2cosk02 1

(=+; for P3(R)).

Rarita-Schwinger:

(See section 10 for additional cases with physical applications.)

8.3. Chern—-Simons invariants and secondary characteristic classes

In our treatment of characteristic classes in section 6, we introduced the expression
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1
Qw',w)=r f Plw' —w, 0, ..., 0)dt
0

derived from an invariant polynomial P({2) of degree r with

0, =dw, + o, A,

w =tw'+{(1-o.
:The exterior derivative of Q was just the difference of the two invariant polynomials,
dQ=P(2)-P(2).

If M has no boundary, the integral of dQ vanishes. However, if IM # #, then by Stokes’ theorem,

fdo=fo

is not necessarily zero. In this case the forms Q(w’, w) are characteristic classes in their own right and are of
independent interest (Chern [1972]; Chern and Simons [1974]).

Yang-Mills surface terms: The Chern-Simons formulas are equally valid for Riemannian connections
and for Yang-Mills connections on a principal bundle. In the Yang-Mills case, if we set

P(F)=Tr(F A F)

F=dA+AArA
A =0,
we find

Q(A,0)=Tr(A AdA +3A A A A A).
Thus the familiar physicists’ formula
Tt FuF,, = 6.,
where
J, = 26,08, TH(AL9A, +3A.A4.A.)
is simply a special case of the Chern-Simons formula.

Other cases of the formula appear in discussions of Yang-Mills “surface terms” (see, e.g., Gervais,
Sakita and Wadia [1975]). Choosing A’ #0 in the Chern-Simons formula for Tr(F A F) and setting
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a=A-A’ we find

QA A)=TrQRa A F~a nda—2anAra+5aranra)
Second fundamental form: Now let us consider the Levi-Civita connection one-form  on M following
from a metric which is not a product metric on M. Then we choose a product metric on M which
agrees with the original metric on dM; the connection one-form w, of this metric will have only
tangential components on dM. The second fundamental form

0=w—a)0

is a matrix of one-forms which is covariant under changes of frame and has only normal components on
M. As usual, we take

o, = to + (1 - Hw,, R, =dw, + v, r w,
and observe that
6 = dw/dt.
In four dimensions with P = Tr(R A R), we find
Tr(R A R)=dQ(w, wo),

where

0w, wy) =2 f Tr(6 A R) dt

=TrQ0AR+307r0A0-20rw A0 —06rdb),

and we note that Tr(R, A Ry) = 0 for a product metric. The formula for Q simplifies considerably at the
boundary, where the non-zero components of the matrix 6,, are the normal components of the
connection w,,

Boi = woi, 03 =65 =8,,=0.
Using R = dw + @ A @, we find after some algebra that
Q(@, ®o)|boundary = 2w0: A Rio=Tr(8 A R).
Surface corrections to the index theorem: We now use the Chern-Simons formula to correct the

Atiyah-Patodi-Singer index theorem for the case where the metric is not a product metric on M (for a
treatment of the signature complex, see Gilkey [1975]). Suppose the standard index theorem integral
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over curvature can be written in terms of an invariant polynomial P(R) as
VIM] = ¢ I PR)
M
for some constant ¢. Then the surface correction is
S[oM] =—c¢ I Q(w, wo).
aM
The correction may be understood intuitively by noting that

VIM]+ S[oM] = ¢ f (P(R)— dO(w, ©0)) ‘ (8.4)

is effectively the integral over cP(R,). But since M may not admit a product metric with curvature R,
away from dM, P(R,) cannot always be integrated over M. The surface correction circumvents this
difficulty.

Locally flat bundles: The Chern-Simons invariants appear in place of ordinary characteristic classes in a
variety of problems involving odd-dimensional manifolds. One interesting case is the study of the
holonomy of locally flat bundles; this problem is closely related to the Bohm-Aharonov effect in a
region free of electromagnetic fields.

As a simple example, let us take a connection

o =—iq dé

on a bundle E =S'xC, where 0=<6 <2x are coordinates on the base space S'. Then we choose
sections

5(8)=¢“°

such that s(0) is parallel-transported, Vs =0. As 6 ranges from 0 to 27, we find a holonomy or phase
shift e>"* resulting from the traversal of a circuit around the base space S*. The secondary characteristic
class corresponding to the first Chern class ¢, = (i/27) Tr £2 is

1

O(w,0)=%fwdt=§q;d0.

0

The Chern-Simons invariant is interpretable as a charge:

[ 0(,0)=4.



350 Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geometry

Another example is provided by taking the flat connection on the line bundie E = $2x C and using
the induced connection on the Ps(R) line bundle E obtained by identifying the points (x, z) with
(—x,—z) in E. If y is a path traversing half a great circle in $°, it is a closed loop in P5(R) which
represents the non-zero element of 7,(P;(R))=Z . A phase factor of —1 is obtained by integrating the

secondary characteristic class over 7.
8.4. Index theorems for the classical elliptic complexes

Here we briefly summarize the results of the Atiyah-Patodi-Singer index theorem for the classical
elliptic complexes in four dimensions.
de Rham complex. Let R®, be the curvature 2-form and 6%, = 0*, — (wo)", the second fundamental
form. Then the index theorem for the de Rham complex is (see Chern [1945]),

1 a < 1 a C a I €
X(M):-j—i—?fe'abcdR b/\R J—W f eabcd(20 h/\R d—;o bAOe/\Bd). (85)

M aM

Signature complex. For the Hirzebruch signature complex, we find the index theorem

"= 532 [ AR nR)+53= [ Te(0 » R)- msfam) (8.6)

Dolbeault complex. The index theorem for the Dolbeault complex with boundary involves additional
subtleties which we will not discuss here. See Donnelly [1977] for further details.
Spin complex. The index theorem for the spin complex takes the form

. 1 1
index(d-. D)= 577gs [ THR A R) =57 [ Tr0 1 R)~ YoM+ haM),  (87)
M amM

Explicit examples are worked out at the end of this subsection.

Twisted spin complex. The treatment of twisted complexes over manifolds with boundary is straight-
forward in principle. We work out the index formulas for the twisted spin complex as an illustration.
One first chooses a connection and a combined Dirac-Yang-Mills operator Dy, on the twisted complex
4. ® V. The index is the difference in the number of positive and negative chirality spinors in the
kernel of Dy obeying the Atiyah—Patodi-Singer boundary conditions. (Recall that these are nonlocal
boundary conditions and thus may not correspond to those which one might be tempted to use from
physical considerations.) We write

index(4. ® V, M) = v, (6M)—v_(3M).
The twisted n-invariant (4. & V, dM) must be computed from the appropriate spectrum {A;} of D,

restricted to M ; computing » could in general be quite difficult. If the given metric is not a product
metric on the boundary, we choose the desired second fundamental form and add the Chern-Simons
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correction to the tangent bundle curvature term; no analogous correction is required for the vector
bundle piece. Hence for n = 4, we find the index theorem

index(4. ® V, aM) = v, (3M)— v_(3M)
2‘1‘“‘8"2[ f Tr(R n R)~ f Tr(0/\R)] 83)

g | TUE A )= 3100, (4- @ V, M)+ o (4. @ V, M)

Examples 8.4
1. Self-dual Taub—NUT metric (Eguchi, Gilkey and Hanson [1978]). Consider the metric

2_r+m _ 2 2m \? 2]
ds =— dr +(r? )[ +o-,+(r+m)0',

and the product metric

+m 2
ds,’ =Q'_m dr’ + (ry’ — m?) [0x2+0'y2+ ( 5 ) 0'22].

0

The connections are

_ _ 2m’
Wy = ‘—"”r+mux, Woy = r+m0'y, Wz = (r+m)20'z
o __m '6'2_’”} _1)0
23 r+mo® 31 r+m gy, wi2 (r+m)2 2
and

_ _{ 2m?
(wo)Oi = 0, (0)0)12 = ((r0+ m)2 1)02

—__m —_ . m
(@o)2s Tot+m Ty (wo)s rotm a,.

Hence the second fundamental form at the boundary r = r, is

L 0=_2_rrﬁa
v 03 r+m2z

0,3=105 = 0,,=0.
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Then the Dirac index is

o 3 ~ L[ (2my  (2m)
mdex(Dlrac,r(,)—24‘8ﬂ_2<f TrR A R f TrGAR) 12[1 2(r0+m)+(ro+m) ]

M (rg) s?at ry

where we used Hitchin’s formula [1974] for the n-invariant. Performing the integrals (the r-integration
is from m to r,), we find

3 _ 2(, _ 2 2 4
index(Dirac,,O):[mm_ﬂ% 1)]_M_L[l 8m® . _l6m ]

ro+my \ 12 dro+m)y 1200 (ro+mY  (ro+m)

=0.
Thus the Atiyah-Patodi-Singer index theorem states that there is no asymmetry between positive and
negative chirality Dirac spinors obeying the appropriate boundary conditions.

2. Index theorems for the metric of Eguchi and Hanson (Atiyah [1978]; Hanson and Romer [1978]).
We take the metric treated in example 3.3.3,

dr?
dsz =— I'Z(O'X2 + 0'y2+ (1 - (a/r)4)0'22)’

(1-(afr))

where o,, 0,, o, range over Px(R), and choose the product metric at r = r, to be

dsO2 + r()z(o-x2 + 0')12 + (l - (a/r())“)a-zz)‘

___dr
(1-(a/ro))
The second fundamental form 6 = w — w, at the boundary r = r, is then
8o = —(1—(a/r,)")"?a,, 802 = —(1 - (a/ro)*) o, 803 = —(1+ (alro)')o.
012=10:=20;=0.
We choose the orientation dr A 0, A 0, A o, to be positive.
Integrating the appropriate forms for the Euler characteristic over the manifold M and its boundary
P5(R) with r,—>, we find both a 4-volume term and a boundary correction,
xM)=3—-(-3)=2.

The integral of the first Pontrjagin class for this metric is

Pl[M]=—§7lT§fTr(R/\R)=—3,
M
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while the Chern-Simons boundary correction vanishes,
1
—01[6M=P3(R)]=§? TT(OAR)=O
Pi(R)

The signature complex n-invariant correction for the P+(R) boundary is

_l 2T _
§s—2cot 3 =,

so the signature is
T(M)=3P, +&=—1.
The index of the spin 3 Dirac operator is
1> = index(Dirac, M) = — 3P, + £pirac.

For P3(R), £pirac is 5 the G-index,

BV J ;
§Dirac - 2 (2 sin (77/2) X 2sin (77/2)) 8

Thus there is no asymmetry between positive and negative chirality Dirac spinors,

Lj,=-5(-3)-5=0.
The spin 3 Rarita-Schwinger operator index theorem reads
I = index(Rarita-Schwinger, IM) = 5P, + £gs
where

£ __1(Qcos8, +2cosh,—1)
RS™ 72 (2sin26,) (2sin36;)

For P5(R) boundaries (6; = 8, = m), we have
L,= %(—3)*' % =-2.
Hence

13/2 = 27'

353
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and there does exist an asymmetry between positive and negative chirality Rarita~Schwinger spinors for
this metric.

9. Differential geometry and Yang-Mills theory

In this section, we first give a brief introduction to the path-integral method for quantizing
Yang-Mills theories and then describe some of the Yang-Mills instanton solutions. The last part of the
section contains a list of mathematical results concerning Yang-Mills theories whose detailed treatment
is beyond the scope of this article.

9.1. Path-integral approach to Yang-Mills theory

The most useful approach to the quantization of gauge theories appears to be Feynman’s path
integral method. From a geometric point of view, the path integral has the advantage of being able to
take the global topology of the gauge potentials into account, while the canonical perturbation theory
approach to quantization is sensitive only to the local topology.

At present, a mathematically precise theory of path integration can be formulated only for
spacetimes with positive signatures (+,+,+,+); we refer to such spacetimes as “Euclidean” or
“imaginary time” manifolds. Physically meaningful answers are obtainable by continuing the results of
the Euclidean path integration back to the Minkowski regime with signature (—, +, +, +).

In the Euclidean path-integral approach to quantization, each field configuration ¢(x) is weighted by
the “Boltzmann factor”, i.e., the exponential of minus its Euclidean action S[¢]:

(contribution of ¢ (x)) = exp(—S[¢]).

For Yang-Mills theories, the Euclidean action is

S[A]=+%fFZVFﬁVg1/2d4x=—%fTrFA *F, 9.1
M M

which is positive definite. The contribution of each gauge potential or connection A, (x) to the path
integral is therefore bounded and well-behaved.

The complete generating functional for the transition amplitudes of a theory is obtained by summing
(or functionally integrating) over all inequivalent field configurations. Since the first-order functional
variation of the action vanishes for solutions of the equations of motion, these configurations cor-
respond to stationary points in the functional space. Therefore, in the path-integral approach, we first
seek solutions to the Euclidean field equations with minimum action and then compute quantum-
mechanical fluctuations around them.

The Yang-Mills field equations found by varying the action may be written as

d*F+A A*F—%F A A=0,

while the Bianchi identities are
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dF+AANF-FnrnA=0.
These two equations together imply that the curvature F is harmonic in a suitable sense.

Minima of the action: In order to find the minimum action configurations of the Yang-Mills theory, let
us consider the inequality

[ Fo e FLpgRar=0
M

This bound is saturated by the self-dual field configurations
F==*xF, 9.2)

In fact, these field configurations solve the Yang-Mills field equations since the Bianchi identities imply
the field equations. The action now becomes

=4[ TeF a+F=%3[TrFaF=dalkl
where

—k=_L

—Cr=k= SWITrFAF 93)
M

is the integral of the 2nd Chern class. 't Hooft [1976a] called such special field configurations
“instantons” since in the case |k|=1 their field strength is centered around some point in space-time
and thus attains its maximum value at some “‘instant of time”.

Physical interpretation of instantons: The instanton can be interpreted as a quantum-mechanical
tunneling phenomenon in Yang-Mills gauge theories. It induces a transition between homotopically
inequivalent vacua. The true ground state of Yang-Mills theory then becomes a coherent mixture of all
these vacuum states. For more details on this subject, see, for example, Jackiw [1977]. One-loop
quantum-mechanical fluctuations about the instanton have been explicitly calculated by ‘t Hooft [1977],
who showed that the instanton solved the long-standing U(1) problem via its coupling to the anomaly of
the ninth axial current.

9.2. Yang-Mills instantons

The dominant contribution to the Euclidean path integral comes from the instanton solutions
obeying the self-duality condition

F=+*xF
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All gauge-potentials or connections satisfying the Yang-Mills equations with self-dual curvature are
now, in principle, known (see section 9.3).

1. BPST solution (Belavin et al. [1975]) [see examples 4.3.3. and 5.5.2). The instanton of Belavin,
Polyakov, Schwarz and Tyupkin solves the Yang-Mills equations with k = =1. Although the spacetime
of the solution appears to be R*, the boundary conditions at « allow the space to be compactified to $*.
Hence the BPST instanton is a connection with self-dual curvature on an SU(2) principal bundle over $*
with second Chern number C, = —1. Since the action of the BPST instanton is S = 4, it has the least
action possible for a nontrivial topology and thus is the most important solution in Yang-Mills theory.
We note that the BPST instanton is, in fact, a connection on the Hopf fibering 7: §”—> §* (Trautman
[1977]) and for this reason can be obtained from self-dual combinations of the standard Riemannian
connections on §* (see example 5.5.2).

2. Multi-center SU(2) solutions. A special class of self-dual solutions of the SU(2) Yang-Mills
equations for arbitrary “instanton-number” k is obtained by the following simple ansatz ('t Hooft
[1976b]; Wilczek [1976]; Corrigan and Fairlie [1977]),

AL=-75.4d.In¢, 9.4)

where the constants 75, and 75, are given in appendix C. Imposing the self-duality condition, one
obtains

el =0.

't Hooft gave the following solution to this equation,

o= 2Ty

x; and p; are interpreted as the position and the size of the ith instanton and the solution describes the
k-instanton configuration. The k-anti-instanton solution is obtained by replacing 7 by 7.

This class of solutions was further generalized by Jackiw, Nohl and Rebbi [1977] who noticed that the
’t Hooft solution is not invariant under conformal transformations and can, in fact, be generalized as

k+1 A
i

¢(x)= ‘ZI (x_y‘_)z )

This solution again describes a k-instanton configuration and possesses 5k +4 parameters (overall scale
is irrelevant). Here, however, the parameters A; and y, are not directly related to the size and location
of the ith instanton. In the special cases of k =1 and 2, the solution possesses 5 and 13 parameters,
respectively, when one excludes parameters associated with gauge transformations.

9.3. Mathematical results concerning Yang—Mills theories
There exist a variety of mathematical results concerning Yang-Mills theories and differential

geometry whose detailed treatment is beyond the scope of this work. We present here a list of assorted
mathematical facts which we feel might be of relevance to physics.
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1. Parameter space for instanton solutions. Schwarz {1977] and Atiyah, Hitchin and Singer [1977] have
applied the index theorem to an elliptic complex corresponding to the Yang-Mills equations. This
complex allows one to analyze small self-dual fluctuations around the instanton solution. Determination
of the index of the complex then allows one to compute the number of possible free parameters in an
instanton solution. They found that for the k-instanton SU(2) solution,

no. of free parameters = 8k — 3,

in agreement with the results of Jackiw and Rebbi [1977] and Brown, Carlitz and Lee [1977] who used
physicists’ methods. Thus the Jackiw-Nohl-Rebbi solution exhausts the number of available parameters
only for k =1 and k =2.

The analysis of small self-dual oscillations around instanton solutions was then extended to include
all Lie groups (Atiyah, Hitchin and Singer [1978]; Bernard, Christ, Guth and Weinberg [1977]). The
dimension of the space of parameters for irreducible self-dual connections on principal G-bundles over
$* with C, = —k is given in table 9.1 for each G. We also list restrictions on k which must hold if there
are to exist irreducible connections which are not obtained by embedding the connection of a smaller

group.

Table 9.1
Irreducibility

Group Dimension of parameter space condition
SU(n) ank ~n +1 k=n/2
Spin(n) 4n -2k —n(n-1)2 k=nlda(n=7)
Sp(n) Hn+Dk-nCn+1) k=n
G 16k — 14 k=2
F, 36k —S2 k=3
E, 48k — 78 k=3
E- 72k ~ 133 k=3
Es 120k — 248 k=3

Thus, for example, SU(3) solutions have 12k — 8 parameters and for k =2 there exist irreducible SU(3)
solutions which are not obtained from SU(2) solutions.

We remark that physicists often refer to the dimension of the parameter space as the number of
zero-frequency modes, while mathematicians may refer to the same thing as the dimension of the moduli
space.

2. Explicit solutions for the most general self-dual connections. The (Sk + 4)-parameter Jackiw—Nohl-
Rebbi solutions for SU(2) instantons do not exhaust the (8k — 3)-dimensional parameter space for k = 3.
The problem of finding the most general solutions (e.g., with 8k — 3 parameters for SU(2)) was attacked
using twistor theory (Ward [1977]; Atiyah and Ward [1977]), and the method of universal connections
and algebraic geometry (Atiyah, Hitchin, Drinfeld and Manin [1978]). It was shown that the problem of
determining the most general self-dual connection for virtually any principal bundle over S* is reducible
to a problem in algebraic geometry concerning holomorphic vector bundles over P;(C).

In fact, the whole procedure can be reduced to ordinary linear algebra. For example. to calculate the
self-dual SU(2) connection for the bundle with Chern class C>=—k one starts with a (k +1)xk
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dimensional quarternion-valued matrix
A=a+bx
(Physicists may prefer to think of a;. b; and x as having values in SU(2), so x =x"—i A * x etc., where

{A} are the Pauli matrices.)
Then one determines the universal connection @ = V' dV by solving the equations

ViA=0
Viv=1
(9.5)
- 1
1= VV+AA*AA

A'A = a real number

for V. The number of free parameters in V' dV which are not gauge degrees of freedom turns out to be
exactly the required number. There are deep reasons, based on algebraic geometry, for the success of
this construction (see e.g. Hartshorne [1978]). Propagators in these instanton fields were obtained by
Christ, Weinberg and Stanton [1978] and Corrigan, Fairlie, Templeton and Goddard [1978] which
generalized the result of Brown, Carlitz, Creamer and Lee [1977] for propagators in the 't Hooft,
Jackiw-Nohl-Rebbi solution. We refer the reader to the original literature for further details.

3. Universal connections (Narasimhan and Ramanan [1961, 1963]; Dubois-Violette and Georgelin
[1979]). In the derivation of the most general self-dual connections, the method of universal connections
played an essential role. The theorem of Narasimhan and Ramanan shows that all fiber bundles with a
given set of characteristic classes are viewable as particular projections of a more general bundle called
a “‘universal classifying space”. Typical classifying spaces are Grassmannian manifolds Gr(m, k), the
space of all k-manifolds embedded in m-space, with m usually taken to approach infinity. Both the base
manifold and the fiber of a given fiber bundle are included in the classifying space; complicated
projections must be taken to describe bundles with complicated base manifolds.

One can write any connection on a fiber bundle in terms of a projection down from a universal
connection on the classifying space. In particular, for sufficiently large m, the connection on a U (k)
principal bundle can always be written in terms of an m X k complex matrix V as

w=Vdv
where
V'V =1, VV' = P(x)=(m X m projection).

Choosing a local cross-section V(x) of the classifying space gives the Yang-Mills potential in a certain
gauge,

Ax)= V'(x)dV(x).
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A(x) is not a pure gauge here because V is not a k X k matrix. The curvature

F=dA+ArA
=dV' (1-P(x))dV

is, in general, non-trivial. Gauge transformations are obviously effected by multiplying V on the right by
a k X k matrix A(x),

Vix)- V(x) A{x)
so that

A'=(ATVYA(VA) = A (VI AVIA + AT (V' V) dA
=A"AA+ A1, dA.

The covariant derivative has a straightforward interpretation in terms of the action of the projection
P(x)= VV" on the m-dimensional extension of the k-dimensional wave function ¥,

v=Vy.

When one projects the exterior derivative of ¥, one finds the extension of the covariant derivative of
the ordinary wave function ¥:

PA¥ =PdV¥+PVdAV¥ = V(V dV¥ +d¥)= VDV

4. Compactifiability of finite-action Yang-Mills connections (Uhlenbeck [1978]). Suppose A(x) is a
section of a connection one-form on a manifold M which is a compact manifold M lacking the origin,
ie.,

M=M-{0.

Suppose also that F =dA + A A A is harmonic and that the Yang-Mills action is finite.

Then there exist gauge transformations near {0} which extend A to all M. In fact, it has been shown
that all Euclidean finite-action Yang-Mills solutions over M — {0} are smoothly extended to the compact
manifold M.

This theorem tells us that any self-dual finite-action solution to the Euclidean Yang-Mills equations
must describe a bundle with a compactified spacetime base manifold.

5. Stability of all self-dual solutions (Bourguignon, Lawson and Simons [1979]). The stability of
Yang-Mills solutions has also been studied. One can show that if the base manifold M is §*, all stable
Yang-Mills solutions are self-dual. Combined with Uhlenbeck’s theorem given above. this theorem
allows us to conclude that all finite-action stable Yang-Mills solutions (connections with harmonic
curvatures) are self-dual.

6. Index theorems in open spaces (Callias [1978]; Bott and Seeley [1978]). An extension of the index
theorem to Yang-Mills theories in open Euclidean spaces of odd-dimension d has been given by
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Callias. This result has interesting applications to the Dirac equation in (d + 1)-dimensional Minkowski
spacetime.

7. Meron solutions. Besides the instantons, which are non-singular solutions to the Euclidean
Yang-Mills field equations. there is a class of singular solutions called merons (Callan, Dashen and
Gross [1977]) which were first discovered by De Alfaro. Fubini and Furlan [1976]. As compared with
instantons whose topological charge density €,,,,..F,..(x)F,,(x) is a smooth function of x, the topological
charge density of merons vanishes everywhere except at the singular points.

For instance. the SU(2) 2-meron solution is given by

A =£g1‘dgx+§g5'dg:.
where

_(=tH)-iA-(x—x)
& = [(t—t,)2+(x _xl_)zll/: :

The topological charge density of this solution is a sum of two §-functions centered at x, and x,, each of
which gives : unit of the quantized topological charge. Therefore. in some sense, the meron is a split
instanton.

Glimm and Jaffee [1978] considered an axially-symmetric multimeron configuration and the existence
of a solution for this configuration was proved by Jonsson, McBryan, Zirilli and Hubbard [1979].

8. Absence of global gauge conditions in functional space of connections (Singer [1978a]). The
Feynman path-integral approach to the quantization of field theories is based on the use of the
functional space of the field variables. In the case of Yang-Mills theories, the fields in question are the
connections on the principal bundle, which are defined only up to gauge transformations. Hence the
functional space of connections is a complicated infinite-dimensional fiber bundle whose projection
carries all gauge-equivalent connections into the same point in the base space or moduli space of the
bundle.

Physical quantities are calculated by integrating over the moduli space to avoid the meaningless
infinities which would result from integrating over gauge-equivalent connections. Gribov [1977, 1978]
discovered that there exist gauge-equivalent connections which cbey the Coulomb gauge condition, so
that defining functional integration over the moduli space could be potentially troublesome.

The mathematical nature of the problem of defining the moduli space of the functional space of
connections was examined by Singer using techniques of global analysis. He has shown that for compact
simply-connected spacetimes the infinite-dimensional bundle in question is nontrivial; hence a single
global gauge condition could never be used to define a global section, and thus could not unam-
biguously define the moduli space. He showed that the manifold described by any given gauge condition
eventually turned back on itself to intersect a given fiber of the functional bundle an infinite number of
times. Thus the moduli space over which the path integration for gauge theories must be performed can
be defined only in local patches.

9. Natural metric on the functional space of connections and the Faddeev—Popov determinant (Singer
[1978b]; Babelon and Viallet {1979]). Before one can integrate over a functional space, one must know
the measure of the integration element. To get the proper transformation properties of the functional
measure, physicists multiply the integrand by a factor called the Faddeev—Popov determinant. It is now
known that this measure follows from a natural metric on the moduli space of the functional space of
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connections. The Faddeev-Popov determinant arises naturally as the standard g'*
the naive measure.

10. Ray-Singer torsion and the functional integral (Singer [1978c]; Schwarz [1978. 1979a. b}). Func-
tional determinants obtained by calculating the quadratic fluctuations around instantons are essential
elements of the quantized Yang-Mills theory. Thus it is interesting to note that these functional
determinants are intimately related to a mathematical construction by Ray and Singer [1971.1973]
introduced many years ago. Additional insights into the functional integral in Yang-Mills theory might
be gained by the exploration of the Ray-Singer analytic torsion.

Jacobian multiplying

10. Differential geometry and Einstein’s theory of gravitation

The intimate relationship between Einstein's theory of gravity and Riemannian geometry has been
thoroughly explored over the years. Here we will attempt to outline some of the more recent ideas
concerning the physics of gravitation and the relevance of modern differential geometry to gravitation.
We begin with an introduction to current work on quantum gravity and gravitational instantons. We
then present a list of mathematical results which are of specific interest to the study of gravity.

10.1. Path integral approach to quantum gravity

Quantization of the theory of gravitation is one of the most outstanding problems in theoretical
physics. Due to the non-polynomial character of the theory the standard methods of quantization do not
work for gravity. At present. Feynman'’s path integral approach appears to be the most viable procedure
for quantizing gravity. Path integration has the advantage of being able to take into account the global
topology of the space-time manifold as opposed to other quantization schemes. However. since the
theory of gravity is not renormalizable in the usual sense, we always encounter the difficulties of
non-renormalizable divergences in practical calculations.

As in the Yang-Mills case, we work with the Euclidean version of the theory and the Euclidean
(imaginary time) path integral. Our field variables g,, are metrics having a Riemannian signature
(+.+.+. +), and the (imaginary time) gravitational action is given by

_ 1 TR 3
Slg) = 16”6[ Rg'” d'x SWGdemc (10.1)
M M

where G is Newton’s constant, & is the Ricci scalar curvature and K is the trace of the second
fundamental form of the boundary in the metric g. The second term is a surface correction required
when M is nonempty (York [1972]; Gibbons and Hawking [1977]). C is a (possibly infinite) constant
chosen so that S[g] =0 when the metric g,., is the flat space metric. Einstein’s field equations in empty
space are given by

R, —18.R=0. (10.2)
As in the Yang-Mills theory, there exist finite action solutions to the Euclidean Einstein equations

which possess interesting global topological properties. We describe these solutions in the next
subsection.
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Non-positive-definiteness of the Einstein action: Unlike the Yang-Mills case, the gravitational action is
linear in the curvature and not necessarily positive. In particular, by introducing a rapidly varying
conformal factor into a metric, one can make its action negative and arbitrarily large. This causes a
divergence in the path integration over the conformal factor. To get around this difficulty, Gibbons,
Hawking and Perry [1978] proposed the following procedure for the evaluation of the path integral:

—separate the functional space of metrics into conformal equivalence classes;

~in each class, choose the metric g for which the Ricci scalar & = 0;

—rotate the contour of integration of the conformal factor A to be parailel to the pure imaginary axis
in order to achieve the convergence of the integration. Namely, we put A =1 +i¢ and integrate
over real &;

—integrate over all conformal equivalence classes.

Positive action conjecture: For the metric in a given conformal equivalence class with & =0, the
gravitational action consists entirely of the surface term. Since the physically reasonable boundary
condition for the metric is asymptotic flatness, one would hope that the action is positive in this case.
This leads to the positive action conjecture (Gibbons, Hawking and Perry [1978]):

S = O for all asymptotically Euclidean positive definite metrics with & = 0.

Asymptotically Euclidean metrics are those which approach the flat metric in all spacetime directions at
« and whose global topology is the same as R* at ®, It can be shown that S = 0 only for the flat metric
on R* (Gibbons and Pope [1979]). The positive action conjecture has recently been proven by Schoen
and Yau {1979a].

A natural modification of the positive action conjecture was suggested by the discovery of a new type
of metric (Eguchi and Hanson [1978]) which is locally flat at o, but has a global topology different from
that of R* at « (Belinskii, Gibbons, Page and Pope [1978]). This class of metrics is called asymptotically
locally Euclidean (ALE). The generalized positive action conjecture (Gibbons and Pope [1979]) states
that

S =0 for any complete non-singular positive definite asymptotically locally Euclidean metric with
R =0; S =0 if and only if the curvature is self-dual.

Spacetime foam (Hawking [1978]; Perry [1979]; Hawking, Page and Pope [1979]): Since the theory of
gravity is not renormalizable, one expects strong quantum fluctuations at short distances, i.e., at the size
of the Planck length. These fluctuations might be viewed as a ‘“‘spacetime foam™ which is the basic
building block of the universe. Thus the spacetime in quantized gravity theory is expected to be highly
curved at small distances, while at large distances the curvature is expected to cancel and give an almost
flat spacetime. Spacetime foam is an important subject for future research in quantized gravity.

10.2. Gravitational instantons
As in the Yang-Mills theory, there also exist finite action solutions to the classical field equations in

the theory of gravitation. Such solutions are called gravitational instantons because of the close analogy
to the Yang-Mills instantons. A variety of solutions of Einstein’s equations with instanton-like
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properties have been discovered. Those with self-dual curvature are especially appealing because they
have interesting mathematical properties and bear the strongest similarity to the self-dual Yang-Mills
instantons. For a review, see Eguchi and Hanson [1979).

1. The metric of Eguchi and Hanson [1978] [see example 3.3.3]. This is the metric which most closely
resembles the Yang-Mills instanton of Belavin et al. [1975]. It has a self-dual Riemannian curvature
which falls off rapidly in all spacetime directions and has y =2, r=-1. The boundary at = is
Pi(R)=S"/Z, (Belinskii et al. [1978]), and thus it is the simplest example of an asymptotically locally
Euclidean metric. The global manifold is T*(P,(C)).

2. Multi-center self-dual metrics (Hawking [1977]; Gibbons and Hawking [1978]). This class of

. metrics is given by

ds’=V '(x)(d7 + @ - dx)*+ V(x)dx - dx,
where
Vv=+Vxw

1
lx — x|

k
V=e+2m2
i=1

The connection and the curvature are both self-dual in this coordinate system. The case e =1, k =1 is
the self-dual Taub~NUT metric discussed in example 3.3.2, but in a different coordinate frame. When
€ = 1 for general k, we find the multi-Taub-NUT metric. These metrics approach a flat metric in the
spatial direction |x| -, but are periodic in the variable 7.

When € = ( the asymptotic behavior of the metric changes completely and the metric g,, approaches
the flat metric at 4-dimensional ® modulo the identification of points of spacetime under the action of a
discrete group. The case € =0, k =1 turns out to be just a coordinate transformation of the flat space
metric. When € =0, k =2 the metric is a coordinate transformation of the Eguchi-Hanson metric
discussed above (Prasad [1979]). For general k, the metric represents a (k — 1)-instanton configuration
whose boundary at » is the lens space L(k,1) of §*. (L(k, m) is defined by identifying the points of
$* = [boundary of C?] related by the map

(Zl, 22)_)(eZﬂi/k Z1 e2‘lrim/k 22)‘)

The € =0 general-k metric has y =k, |r| =k —1. The possibility of self-dual metrics on manifolds
whose boundaries are given by $* modulo other discrete groups has been considered by Hitchin [1979)
and Calabi [1979] and will be discussed below.

3. Fubini-Study metric on P(C) (Eguchi and Freund [1976]; Gibbons and Pope [1978]) [see example
3.4.3]. The manifold P,(C) is closed and compact without boundary and has y = 3, 7 = 1. Except for the
fact that P,(C) fails to admit well-defined Dirac spinors, the Fubini-Study metric on P-(C) would be an
appealing gravitational instanton; this metric satisfies Einstein’s equations with nonzero cosmological.
constant and has a self-dual Weyl tensor, rather than a self-dual curvature.

4. K3 surface. The K3 surface is the only compact regular simply-connected manifold without
boundary which admits a nontrivial metric with self-dual curvature (Yau [1977]). While the explicit form
of the metric is not known, it must exist; since its curvature is self-dual it will solve Einstein’s equations
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with zero cosmological constant. For the K3 surface, y =24 and 7 =—16. (Remark: The natural
structure on the K3 surface is, precisely speaking, anti-self-dual (see Atiyah, Hitchin and Singer
[1978]).)

5. Miscellaneous solutions. Among other interesting solutions are the Euclidean de Sitter space
metric (i.c., the standard metric on S*), the non-self-dual Taub-NUT metric with horizon and the
compact rotating metric on P(C)® P,(C) found by Page [1978a,b], and the rotating Taub-NUT-like
metric of Gibbons and Perry [1979].

10.3. Nuts and bolts

The gravitational instantons listed above can be described in terms of interesting mathematical
structures called “nuts” and **bolts” by Gibbons and Hawking {1979]. Let us examine a general Bianchi
type IX metric of the following form

ds*=dri+a’(r)o.+b(t)oi+c(1)o:.

The manifold described by this metric is regular provided the functions a, b and ¢ are finite and
nonsingular at finite proper distance 7. However. the manifold can be regular even in the presence of
apparent singularities.

Let us, for simplicity, consider singularities occurring at 7=0. A metric has a removable nut
singularity provided that near r = (),

2 2

Then this apparent singularity is nothing but a coordinate singularity of the polar coordinate system in
R* centered at 7 = 0. The singularity is removed by changing to a local Cartesian coordinate system near
7 =0 and adding the point 7 =0 to the manifold. Nut singularities may also be understood from the
viewpoint of global topology as fixed points of the Killing vector field; by the Lefschetz fixed point
theorem (see section 7), each such fixed point (or nut) adds one unit to the Euler characteristic of the
manifold.

A metric has a removable bolt singularity if near 7 =0,

2

a’ = b* = finite
¢ =n'r, n = integer.

Here a>=b? implies the canonical S? metric ;(d8° +sin® 8 d¢?) for the (a’c.’+b°0,?) part of the
metric, while at constant (6, ¢), the (d7° + c’¢.) part of the metric looks like

dr+ nr% dy.
Provided the range of ¢ is adjusted so ny/2 runs from 0 to 2, the apparent singularity at 7 = 0 is just a

coordinate singularity of the polar coordinate system in R” at the origin. This singularity can again be
removed using Cartesian coordinates. The topology of the manifold is locally R* x §? and the R? shrinks
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to a point on S” as 7 — (0. This §° is a fixed surface of the Killing vector field. According to the G-index
theorem (see section 7), each such fixed submanifold contributes its own Euler characteristic to the
Euler characteristic of the entire manifold; thus each bolt contributes two units to the Euler charac-
teristic.

The self-dual Taub-NUT metric (example 3.3.2)

m

r+ r—m
—m

r+m

ds? =}1 P + 37 — m?) (46> + sin® 6 dg?) + m2( ) (d + cos 0 dur)?

behaves at r =m + € as
ds’=dr*+1%(e >+ 0,2 +0.0),

where 7 = (2me)"?. Thus the apparent singularity at r = m is a removable nut singularity. In contrast,
the Eguchi-Hanson metric (example 3.3.3),

dr’

ds*= 1= (a/ry

+ri(o’+ 0, +(1—(alr))e.”),

behaves near r = a, with fixed # and ¢, as
ds? =~ 3(du’+ u? dy),

where u? = r’[1 - (a/r)*]. Therefore, the apparent singularity at r = g is a removable bolt singularity
provided that the range of ¢ is chosen to be that of the usual polar coordinates on R?,

0=y <27

This explains why the boundary of the manifold of this metric is P5(R)= S°/Z,, rather than $*, which
would have 0 < ¢ <47. Next, we examine the P,(C) metric (example 3.4.3)

,_dr*+ra}? r(o’+0))

T AR T 1+ A5

Near r =0, we obviously have a nut. On the other hand, at large r and fixed § and ¢, the metric behaves
as

ds

ds? =~ (A/6) % (du® + su® dy?),
where u = 1/r. Thus the singularity at 4 =0 (r—>) is a removable bolt singularity if
0=y <dnm.

Finally, we note that the Gibbons-Hawking k-center metrics can be shown to have k nut singular-
ities.
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10.4. Mathematical results pertinent to gravitation

Because of the close relationship between Einstein’s theory of gravitation and differential geometry,
any distinction between physical knowledge about gravitation and mathematical knowledge is neces-
sarily somewhat arbitrary. In this section we collect a variety of useful facts pertinent to gravitation
which seem to us primarily mathematical in flavor.

1. Restrictions on four-dimensional Einstein manifolds. A number of mathematical results are known
which restrict the types of four-dimensional Euclidean-signature Einstein manifolds; these are precisely
the manifolds which might be expected to be important in the Euclidean path integral for gravity.

We first restrict our attention to compact simply-connected four-dimensional spin manifolds M, and
note that the Euler characteristic y and the signature 7 nearly characterize the manifold uniquely (recall
that || is a multiple of 8 for a spin manifold):

Case A: |r|#x—-2 = M determined up to homotopy
CaseB: |7]=x-2 = unknown whether M is determined up to homotopy.
It is not known if these conditions determine M up to a homeomorphism type.

It is instructive to study a manifold’s properties in terms of its Betti numbers (bo, by, b,, b3, b,); b, can
be broken up into two parts,

b2 = b2+ + bgé,

where b, is the number of self-dual harmonic 2-forms and b, is the number of anti-self-dual harmonic
2-forms. We know the following results:

(1) Poincaré duality for compact orientable manifolds implies b, = b,, b, = b-
(2) by = bs= number of disjoint pieces of M

(3) b, =b5=0if M is simply connected

@) x=by—by+b>—bs+b,=2by—2b,+b,"+ b,

S) r=b"~-b,.

Thus for M compact and simply-connected,
X =2_0+b2++b2
byt =3(r+x~2)
b,y =3(~7+x —2).
An Einstein manifold is defined as a manifold which admits a metric which obeys
R, = Ag...

We state the following theorems:
I. (Berger [1965]). x =0 for a 4-dimensional compact Einstein manifold M with y =0 only if M is
flat.
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I1. (Hitchin [1974b)).
3
x =37|
for a 4-dimensional compact Einstein manifold M, with

x =]

only if M is flat or its universal covering is a K3 surface.
III. (Hitchin [1974b]). If M is a compact 4-dimensional Einstein manifold with non-negative (or
non-positive) sectional curvature, then

x = 6]

with equality only if M is flat.

IV. (Gibbons and Pope [1979]). Suppose M is non-compact, and its non-compactness is completely
characterized by removing N asymptotically Euclidean regions from a compact manifold M.
Then, if M is an Einstein space,

x(M)= N +3r(M)|
x(M)=2N +3r(M)|.

Examples:

Einstein: S4, Sz X SZ, Pz(C), 2P2(C), 3P2(C)
not Einstein:  §' % §° 2T*, nPy(C)forn = 4.

2. K3 surface. The K3 surface and the four-torus T*, are the only closed, compact manifolds
admitting metrics with self-dual Riemann curvature. (Conversely, all Ricci flat manifolds are self-dual if
they are closed and compact.) For T*, the self-dual metric is the trivial flat metric. For the K3 surface,
the self-dual metric is nontrivial but unknown, although Yau [1978] has, in principle, given a way to
construct it numerically. Other approaches to finding the K3 metric have been described by Page
[1978c] and by Gibbons and Pope [1979]. Only the K3 surface and the Enriques surface (whose
universal covering is K3) or the quotient of an Enriques surface by a free antiholomorphic involution
with 7, = 2, X Z, saturate Hitchin’s bound [1974b]

x =3l7]

with y # 0. We show below that y =24, |7| = 16 and note that K3 is a complex manifold with first Betti
number b, =0, b,* =19, b,” =3, and first Chern class ¢, = 0.

The K3 surface is definable as the solution to fi(z) =0 where f, is a homogeneous polynomial of
degree 4 in the homogeneous coordinates z,, z,, 22, 25 of P5(C). It is thus instructive to examine it in
the general context of polynomials f,.(z)=0 of degree m in Ps(C) (Back, Freund and Forger [1978]).
We let V be the corresponding two-dimensional complex surface in P»(C) and split the tangent bundle
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of P5(C) in parts normal and tangential to V:

T(P(C)=T(V)DN(V).
The Chern classes for Whitney sums of bundles and for P, (C) itself are given by

c(T(PAC) = c(T(V)) c(N(V))
c(T(P(C))= (1 +x)"",

where x is ¢,(L*), the normalized Kéhler 2-form of the Fubini-Study metric on P,(C). Finally, we note
that if V is given by f,,(z) =0, the Chern class of N(V) is given by

c(N(V) =1+ mnx,

since m is the number of Riemann sheets of f,,(z)= 0. Letting
R =1*x = projection of the 2-form x onto V.

we combine the equations to give
(1+RY' =¢(T(V))(1+mR)

and use the splitting principle to get (with R —r)

1+4r+6r°+---
c«(T(V) = 1+mr
=1+@-m)yr+(m’ —4m+6)r’=1+c +c..
Now, since

f R » R = m = number of Riemann sheets

v
and

p=c’=2c;={(4-my-2(m*—4m +6)JR AR =(4—m*)R A R,
we can calculate all the properties of K3 by setting m = 4:

(D) e=@-mR=0, c,=(mM-4m+6)RAR=6R A R

@) =P, =% fp, —im(d—m?)=—16
A%
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(3) X=fc2=m(m2—4m+6)=24

3|
@) A=—ir=—sm@d-m?=+2
(5) I; = x +7) = 424 - 16) = +2.

We thus see from (4) and (5) that K3 can be a spin manifold and a complex manifold.

3. Harmonic spinors. A very useful result concerning the Dirac equation on curved Euclidean
(positive signature) manifolds is Lichnerowicz's theorem (Lichnerowicz [1963]):

If the scalar curvature & of a compact spin manifold is positive,

R>0,

then there are no harmonic spinors on the manifold.

However, there is no expression for the dimension of the space of harmonic spinors in terms of the
topological invariants of the manifold: Hitchin [1974a] has shown that although the dimension of the
space of harmonic spinors is conformally invariant, it depends on the metric used to define the Dirac
operator.

4. Spin structures. As we observed in the section on characteristic classes, one can define spinors
unambiguously on a manifold only if its second Stiefel-Whitney class vanishes: such a manifold is called
a spin-manifold. However, the spinor phase ambiguity which occurs for non-spin manifolds can be
cancelled by introducing an additional structure such as an electromagnetic field (a U(1) principal
bundle). This additional structure, the spin, structure, gives a new type of more general spin manifold.
For instance, although the manifold P»(C) does not admit a spin structure, one can still define a spin,
structure by introducing magnetic monopoles with half the Dirac charge (Trautman [1977]; Hawking
and Pope [1978]). Back, Freund and Forger [1978] discuss interesting physical applications of the idea of
the spin, structure.

5. Deformations of conformally self-dual manifolds. Singer [1978d] has examined the general case of
the number of conformally self-dual deformations of a compact conformally self-dual manifold. This
number is interesting to a physicist because it gives the number of free parameters, or the number of
zero-frequency modes, of a given solution of Einstein’s equations. By constructing an appropriate elliptic
complex, Singer applies the index theorem and finds the number of conformally self-dual deformations
to be the index of the complex:

I = 329|7| - 15x) + dim(conformal group) + (correction for absence of vanishing theorem if scalar
curvature < ().

Note that scale factors of the metric are not included here. This is the index of the gravitational
deformations (see Gibbons and Perry [1978]) taking solutions to solutions, but the value of the action is
not necessarily preserved.
Examples:

A. §¢. Here 7=0, y =2, the conformal group is 15-dimensional and since ® >0, there is no
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correction:

I=5-30)+15+0=0.

Thus a conformally self-dual metric on $* has no zero-frequency modes aside from a scale.
B. P,(C). Here 7=1, y =3, the conformal group is 8-dimensional and ® >0, so there is no
correction:

I=3529-45)+8+0=0.

Thus the Fubini-Study metric, which has self-dual Weyl tensor, allows no conformally self-dual
deformations apart from a scaie.

C. K3 surface. For this manifold, |7| =16, y =24, the conformal group is empty, but there is no
vanishing theorem because the manifold is self-dual; it has self-dual Riemann tensor in addition to
self-dual Weyl tensor. Singer has shown that there are 5 covariant constant objects in W_, which
constitute the vanishing theorem correction. Thus

I=329x16-15x24)+0+5=57.

Including a scale, we get 58 parameters for the K3 metric, in agreement with Hawking and Pope [1978].
This same result may also be found by observing that for the K3 surface, b," =19, b,” =3, so that one
may explicitly construct the required deformations from the harmonic forms. One finds

I=3%x19=57

as before.

The basic formula given above, of course, needs modification when the manifold in question has a
boundary. The number of zero-frequency modes for self-dual (Riemann tensor) asymptotically locally
Euclidean spaces with boundary L(k + 1, 1) has been determinated directly (Hawking and Pope [1978]).
The result is

I=3(k+1)-6=3k-3

plus a scale. Thus the Eguchi-Hanson metric [1978], which has k =1, possesses no self-dual defor-
mations apart from a scale.

6. Asymptotically locally Euclidean self-dual manifolds. The general concept of manifolds with
self-dual Riemann tensor and asymptotic regions which are lens spaces L(k + 1, 1) of S* was introduced
earlier (10.2.2). Hitchin [1979] and Calabi [1979] have examined the most general possible regular
self-dual manifolds with asymptotically locally Euclidean (ALE) infinities. The complete classification of
the spherical forms of S* is well-known (Wolf [1967]); the possible spaces which correspond to ALE
infinities are:

Series A, : cyclic group of order k (=lens spaces L(k +1,1))
Series D, : dihedral group of order k

T: tetrahedral group

0: octahedral group = cubic group

I icosahedral group =~ dodecahedral group.
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A, corresponds to the Eguchi-Hanson metric [1978] and A, to the multicenter generalization of
Gibbons and Hawking [1978]. We note that one must actually use the binary or double-covering groups
¥ T* O* I* of D,, T, O, I to avoid singularities in physical ALE spaces.
Complex algebraic manifolds whose boundaries correspond to each spherical form have been
identified as follows, where x, y and z are all complex:

Group Algebraic 4-manifold

zk+l =xy
Ak {Zk+1+x2+y2=0
D, 2+ xt+y?z=0 (10.3)
T x2+y*+24=0
0 2+y +yz’=0
I ?+y*+2°=0.

These equations are, in fact, prominent in algebraic geometry (Brieskorn [1968}); they are the unique
set of algebraic equations of their type which possess resolvable singularities.

The Atiyah-Patodi-Singer n-invariant, the Euler characteristic, and the signature have been cal-
culated for each of these cases by Gibbons, Pope and Romer [1979]. They find (our signs differ):

X T b= linDirac
A k+1 -k [(k+1¥-1)12(k + 1)
D} k+1 —k [4(k -2y +12(k —2)—-1)/48(k - 2)
T* 7 -6 167/288
o* 8 =7 383/576
I* 9 -8 1079/1440

The values of the spin 3 index all vanish, while the spin 3 index for each case is 27.

7. Proof of positivity of the energy and the action in general relativity (Schoen and Yau
[1978, 1979a, b, c]). The positivity of the gravitational mass or energy has long been conjectured on
physical grounds, but until recently, mathematical proofs existed only for special cases. Recently Schoen
and Yau produced a general proof of the positive energy conjecture using differential geometry and
classical analysis.

By using the observation (Gibbons, Hawking and Perry [1978]) that the positivity of the energy in five
dimensions is closely related to the positivity of the action in four dimensions, Schoen and Yau then
succeeded in proving the (original) positive action conjecture stated in the previous section 10.1.

The Euclidean path integral approach to gravity, which depends in part on the positivity of the
action, is on a much firmer mathematical footing as a consequence of these results.

8. Applications of the index theorems to gravity. We have already noted that the anomalous
divergences of axial currents noted by physicists are, when integrated, closely related to mathematical
index theorems. (The anomalous divergence of the axial vector current in an external gravitational field
was first computed using physicists’ methods before the relation of the anomaly to index theory was
realized. See Delbourgo and Salam [1972] and Eguchi and Freund [1976].) A great deal of attention has
consequently been paid to the application of index theory to operators in the presence of Euclidean
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gravity, i.e., operators on Riemannian manifolds (Eguchi, Gilkey and Hanson [1978]; Romer and Schroer
[1977]; Nielsen, Romer and Schroer {1977, 1978]; Pope [1978]; Christensen and Duff [1978}; Nielsen,
Grisaru, Rémer and Van Nieuwenhuizen [1978]; Perry [1978]; Critchley [1978]; Hawking and Pope
[1978b]; Hanson and Romer [1978]; Christensen and Duff [1979]; Rémer [1979]). One can, of course, also
treat the case where connections on principal bundles are included. We present here a discussion of some of
the major results. A tabulation of formulas and the index properties of various manifolds is given in the
appendices.

Euler characteristic: The Euler characteristic y is the index of the Euler complex, which deals with the
exterior derivative mapping even-dimensional forms to odd-dimensional forms. The Euler characteristic
gives the number of zeroes of vector fields on the manifold. If the manifold has a boundary, the index
formula has differential geometric surface corrections (Chern [1945]), but no nonlocal or analytic
corrections.

Hirzebruch signature: The Hirzebruch signature 7 is the index Is of the signature complex, which deals
with the exterior derivative operator mapping self-dual forms to anti-self dual forms. The signature is
nonzero in dimensions which are multiples of 4 and gives the difference between the number of
harmonic self-dual forms and anti-self-dual forms of the middle dimension. The signature is one-third
the Pontrjagin number P, in 4 dimensions,

IS=T=%P1.

If the manifold has a boundary, there exist both a local surface correction and a non-local Atiyah-
Patodi-Singer (APS) n-invariant correction; the meaning of the signature is altered to include only
(anti)-self-dual harmonic forms which obey the APS boundary conditions.

A genus (Dzrac spin 1/2 index): The A genus is the index I, of the Dirac complex, which deals with
the spin 3 Dirac operator mapping positive chirality spinors into negative chirality spinors. The A genus
is an integer if the manifold is a spin manifold, and gives the difference between the number of positive
chirality and negative chirality normalizable zero-frequency solutions to the Dirac equation. In 4
dimensions the Dirac index formula is related to the signature by

< 1 1
11/2=A =—zr=—5P.

If the manifold has a boundary, there are both local boundary corrections and nonlocal n-invariant
corrections; the corresponding zero-frequency solutions to the Dirac equation must obey the APS

boundary conditions.

Rarita-Schwinger, spin 3/2 mdex This index theorem deals with the spin 3 Ranta—Schwmger operator
mapping positive chirality spin 5 wave functions into negative chirality spin 5 wave functions. The spin 3
wave functions are familiar to physicists, but the corresponding bundles are mathematically subtle; the
accepted practice at present (Romer [1979]) is to define the Rarita—Schwinger * chirality bundles as the
virtual bundles (see section 6.5 on K theory)

A3 M)=4,,,(M)D24,,,M)
A3,(M)=4,,.,(M)D24,12(M),

where

Brp2np(M)=8"4.(M)® §"4_(M).
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A.(M) are the = chirality bundles and S° denotes the r-fold symmetric tensor product. The
Rarita-Schwinger index is related to the signature by

21 21
13/2 =RT= ﬁPh

where I, is the difference between the number of positive chirality and the negative chirality zero
frequency solutions of the Rarita-Schwinger equation. If the manifold has a boundary. there are both
local boundary corrections and nonlocal n-invariant corrections, and the corresponding zero-frequency
wave functions must obey the APS boundary conditions. The calculation of the n-invariant corrections is
nontrivial; at present, they have been computed only for cases where the G-index theorem could be
used to reduce the calculation to an algebraic form (Hanson and Romer [1978]; Romer [1979}]; Gibbons.
Pope and Rémer [1979]). Direct construction of spin 3 zero-frequency modes can be carried out using
the method of Hawking and Pope [1978b], but it is difficult to show that there are no other solutions
satisfying the Atiyah-Patodi-Singer boundary conditions without using the index theorem.

General spin index theorems: Christensen and Duff {1979] and Romer [1979] have examined the
general-spin elliptic complexes

Do Arn/l.n/Z(M)_)An/lm/z(M)

where 4, .,» was defined above and D, >~ is an appropriate elliptic operator. They find that the index
theorem takes the form

L [M]=— (lt—%—{(\?—ﬂ{n(n +2)(Bn*+6n—14)—m(m+2)3m*+6m — 14)} P, [M]. (10.4)

In particular, one recovers the Dirac results
1
Lip=1p0=—5=P[M].

If the manifold has a boundary, surface corrections and n-invariant corrections must be applied. Rémer
[1979] has calculated the n-invariant corrections for a variety of interesting cases using G-index theory.
For example, for the Eguchi-Hanson metric [1978], which has P.(R) as the boundary and no local
surface corrections, the non-local boundary correction to the index is

fm/lm/Z[P.?(R)] = Wl_z(m +)(n+D[-1)" - 0.

When one includes the effect of a principal G-bundle or vector bundle V; with structure group G for a
4-dimensional manifold with no boundary corrections. Romer [1979] finds the full index

IG5, =dim Vg - Lann M|+ %(m +D)(n+ 1) [mm+2)—n(n+ 2)) cha(Vs[M])). (10.5)

where ch, denotes the Chern character on V; integrated over its A* component.
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Appendix A: Miscellaneous formulas

1. Manifolds.

Tangent frame basis: E, = a—j;; E.=E, ¢",

Cotangent frame basis: e* =dx*;e™ = (¢ 'y'.e”

Transition function: (¢yy ), = ox*/ox"™

Inner product:  (d/dx*,dx") =6,"

Vector field: V =0v* d/ax*

Covector field: P =p, dx*

Boundary: If dim(M)= n,thendim(dM)=n —1.
doM = @ (empty).

2. Differential forms. n = dimension of manifold. &, = p-form.

Wedge product: dx ady =-dy adx, dx adx =0

pform: w,=f, . dx* a---ndx*

Exterior derivative: dw, =d(f..  (x)dx* adx”...)
= hfu, (x)dx* A dx* A dx”---=(p+1)form
ddw, =0

Dual: *(dx*' A -+ A dx*)= —1% B et QXA A A dx

General forms:  w, A 0w, = (—1)*w, A 0,
d(w, r ;) =do, A @, + (-1Ye, A de,
**wp = (1Y "o,
W, A *W, = w, A *w,
Coderivative: 8w, = (-1)**"""'*d*w, = (p — 1)-form
(for positive signature metrics)

86w, =0
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Inner product: Let a, and 8, be p-forms, M compact, IM = §.

(@ B)=Bra)= [ a,n 8,

M
(dapa Bp+l) = (apv BBP‘H); (aP’ dﬁp—l) = (501” .Bp—l)
Laplacian: Aw, = (d+ 8Yw, = (d,-18, + 8, d,)w, = p-form

Coordinate
Laplacian: A (x)=—|g|""* d.(g*"|g]"* 3.)p (x)

Stokes’

Theorem: fdwp,l= f w,-1, Wwheredim(M)=p.
M oM

Hodge’s

theorem: w, =da,_,+8B,+1+ ¥, Ay, =0
3. Homology and cohomology.
Homology: Z, = cycles (p-chains a,, with da, = @)
B, = boundaries ( p-chains b,, with b, = da, ., for some a,.,)
H, = Z,/B, (homology = cycles modulo boundaries)
Cohomology: Z*? = closed forms (p-forms w,, with dw, = 0)
B? = exact forms (p-forms w,, with w, = da,_, for some a,_,)
H? = Z*|B? (cohomology = closed modulo exact forms)
de Rham’s theorem: H?” (de Rham)= H” (simplicial) = H, (simplicial)
Poincaré duality: dim H”(M; R)=dim H"?(M;R), M orientable

Betti numbers: b, = dim H? = dim H, = number of harmonic p-forms y,, Ay, =0

4. Riemannian manifolds. g,, = curved metric on M, 7,, = flat metric
Metric:  ds® =dx*g,, dx” = e*n,.e°
Vierbein basis of T*(M): e =e¢“, dx*
ad » 0
: =Er - o= nwg"e, 5 5

T(M) Ea E Ix™ Nav8 ™
Connection one-form: %, = @, dx*
Cartan structure equations:

torsion = T° =de® + %, A €°

curvature = R%, =dw’ + 0’ A 0

375
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Cartan identities: dT“ +w*, A T" =R, re”
dR“, + ", n R, — R rw*, =0(Bianchi identity)
Frame change: 7,9 ®", = n.

e’ = @e’

W, = (Gud '+ dD 'Y,
T = &, T"

R, = (BR® 'Y,

Levi—Civita
connection: 1. T =0 (torsion free)

2. w., = —ws, (covariant constant metric)

These imply the cyclic identity, R®, » e = 0.

5. Complex manifolds. z, = x, +iy,,  Z, = X, — iy,
U k:l(i_-i) K
of 02, dz 2 \dx, lﬁyk dz
= O 45 :l(ﬁi L’L) 5
(:)f 3z, de 7 X +1 ﬁyk de

Exterior derivative: d=3d+4

Hermitian metric:  ds® = g, dz’ dz*. g, = hermitian

Kahler form: K=K =%g,»k dz’ ndZ* g =hermitian

6. Some useful differential forms for practical calculations.
Two dimensions: x = r cos 6, y=rsiné 0=0<2r7

dr\ _( x/r y/r\ (dx _
(rd0> - (_y/r x/r) (dy), dx ndy=rdr A df
Three dimensions: x =rsin@cos¢, y=rsinfsingd, z=rcosb

pi=x"+y’=risin’0 0=0<7 0<¢ <27

dr x/r yir z/r dx
( rdé ) = (xz/rp yz/rp —p/r) (dy)
rsin 8 do ~ylp  xlp (] dz

dx Ady Adz=r’sinfdr A df A do
rixdy ndz+ydz adx+zdx A dy)=sinfdé » dé
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Four dimensions:

(Instead of using the ordinary polar coordinates, we exploit the relationship between S* and SU(2))
. 0 i
zi=xt+iy= rcosiexp§(¢+¢)

TN S P
zy=z+it=rsinsexp; (¥ —9)

0sf<m 0<¢<2m 0=¢<drm

dr x vy z t dx Z, Z, z Z> dz,
ro | _1 -t -z 'y x dy \_ 1| iz —izy —iZ, i2 dz,
ro, r z -t —x 'y dz ! 2, -z Z, I dz,
ro, -y x -t z dr -1z, —i%, 1z, iz, dz,

do, =20, A o, cyclic (Maurer—Cartan structure equation)
dx ndy ndz adt=r*dr a0, Ao, Ao, =3dz, A dz, A dZ, A d2,

ds’=dx’+dy’+dz°+d =dr’ + r(e2 + 0,2 + 0,2) =dz, d5, + dz. d7,

Minkowski space: m,, = diag(-1,1,1,1), €012z = +1
ds?=—-df* +dx - dx

Hodge *: #df=—dx' a dx® A dx*
#(dx' A dr)=+dx* a dx?, cyclic

*(dx? A dx’)=—dx' a dt, cyclic

: @ ¥
Laplacian: A=dé+é6d= +3_t2_ﬁ

Maxwell’s equations: A =-A"dr+ A -dx
B=VxA, E'=F"=—(3A"ot+3A"x')
F=dA =E -dx a dt+3Bie; dx™ o dx*
*xxF=—-F, *F==+iF->FE =*iB.
7. Determining the Levi-Civita connection. Let w,, = —wp, and de® = c%e" A €' +c%e’ A e* +
csie’ A e'+tche' A e?=—w® A e’ Then
0’y =e[=ch+e'[~chi]+eG) (ch—ch— cd)+ eG) (—¢% — ¢y — c i)

wu2 = eO[_C:;Z] + el(%) (_0(1)2 - C(l)2 - C(z)l) + ez(‘Crzxz) + ej(%) (C(2)3 - C(2)3 - 082)
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0% = e”[—ch]+ '@ (5 — cdi—chs) + €°6) (—c3s ey~ cir) + X~ )
w23 = eoG) (C(3)2 - 0(2)3 - C%s)'*’ el(%) (szn +cih— C;3)+ 32(_053) + 33(_C33)
w1 =e°G)(ch—chi—cd)+e'(—cl)+eG) (ch+ch—cd)+ed(—cd)
w5 =e"G)(chi—ch—ch)te'(—ch)+ei(—ch)+ e (ch+cdi—ch)

8. n-sphere metrics. R* =22 X} = the (constant) radius of the sphere.
$%: ds®=R?*d6*+sin’ 9 d¢°)

e =(Rd6,Rsinfdg);, w';=-cosddo; R‘z=§1~ze' A e’

$* ds’=R*g.’ +0,°+0.)

i — . 2 _ 3 _ 1 _
¢' =(Ro., Ro,,R0.); w’i=0, 0’ =0, w.=0,

R*% = % e’ n e, cyclic

St ds?=(dr*+rlo’+ 0,2+ )|l + (112R)T
[1+ (72RY)e* = (dr, ro, 1Oy, 1O,)
wio=0:(1—(r2RY)/(1 + (r12RY)

W33 =0y, W3 =0y, W20,

R* =7%56“ A e’

§" Cartesian metric: r’ =, (x')
i=1

ds®=dx' dx'/[1 + (/2R )
e =dx'/[1+ (2R Y]

volume element =¢' A e° -+ A e* =d"x/[1+ (/2R )]"

V(S") = volume = 27" V2R (3(n + 1))

V(S®. S, )= (2, 2R, 47R?, 27r2R3,8T7T2R“, N )
;o xtdx —x dx’

@77 2R1+(2RY]

R = % e ne; Ru= %(Sik it — 88 )

- NN -1
R; = NRzl 8ij» R = JRT)» Wi = 0.
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9. P.(C) metrics.
i - n
Kahler form: K = 5 99 ln(l +> z"z“') = mci(L¥)
a=1

a 458
Metric: ds’= % [bas(1+2727)— 2°2°)

Appendix B: Index theorem formulas

1. Index theorems for Yang—Mills theory.
Characteristic classes; dim(M) =2, 4; bundle V with curvature F.

Cl[V]=—51; f Tr F
M

1
CIVI=—k=+z f TtF A F

My

Self-dual Yang-Mills index:
SU(2) IYM = 8k - 3
SUQB): Iym=12k-8, k=2(k=1is=SU(2))

Spin 3 index for (2¢ + 1)-dimensional representation of SU(2):

L) =3+ 1) Qe+ Dk
11/2(1/2) =k

2. Index theorems for gravity.
Characteristic classes, dim(M) = 4;

P,[M]=——i;1?fTrR A R
M

Ol[aM]=—# f Tr(6 » R)

# = » — wo = 2nd fundamental form, a connection with only normal components on M
n-invariant:

n[oM, g] = { 20) Sign()«,-)lAi|_’ |s =0

Ai#
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Topological invariants:
Signature:

r=3Pi- Q& &=,

Euler characteristic:

1 . .
X :ﬁ? [f €abcaR% N Ry — f €anea (2095 1 R, ‘;0“.& AB A 0"11)]

M M
. 1.
Spin 5 index:

1,/3[M, g] = _zli(Pl[M]_ Ol[aM])+ fl/z
&ip = *%[77!/2"’}!1/2]

h,,» = dimension of harmonic space
Spin % index:
13/2[M~ g] = +§_4]1(P1[M] - Ol[aM])+ &

Index of conformally self-dual gravitational perturbations; self-dual ALE metrics with infinity =
Lk+1,1):

I; =3k — 3+ (scale) =3k - 2.
3. Combined Yang-Mills and gravity index.
Let V be a bundle over a 4-manifold M, oM =@.
Spin 3 index:
I|/2 = —;jdlm(‘/) P][M]— CQ[V]
Spin 5 index:
I = 53 dim(V) P,[M] +3C,[ V]

If M # @, replace P, by P, — Q, and add the appropriate n-invariant term.

Appendix C: Yang-Mills instantons

Yang-Mills potentials; A = A? % dx*

Yang-Mills field strengths: F=dA+A A A= % ):‘2—‘; dx* A dx”
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Yang-Mills equations: d(*F)+A A (*F)—-(xF)arn A=J
Bianchi identities: dF+A A F-F A A=0

. Belavin, Polyakov, Schwarz and Tyupkin [1975] SU(2) solution. We take a. i, j to range from 1 to 3,
w, v to range from 0 to 3, and define

Pauli matrices: A, = (? é) A= (? 61) Ay = (g) _(1))

't Hooft matrices:  7a., = Moy = €y ai,j=(1,2.3)
Naio = 6ai a, I = (1, 2. 3)
Napr = " Nave

ﬁauv = (_1)8,.()+8ynna“y

O(4) matrices: self-dual, o,, = Aa.: 0 = €A

1
0o =3A;
and Self‘dual, 6‘,_,, = Aa'f_’a“,,: 6',']' =0
- 1
Goi = —3A;

If we set g(x)=(t—iA - x)/r, r’=1+x? then
g dg =iA,0, = IAgau,x* dx*/r?
dgg ' = —iA.G, = —iA T dx/r?,

where
o =r—12(y dz —zdy +x dr—tdx), do, = +20, A 0, cyclicin (x, y, z)
o= ;lg(y dz —zdy—x dt+1tdx), da, = +26, A 7., cyclicin (x, y, 2).

Then the BPST solutions are
Instanton (k =1,F = F).
first gauge:
A=—" ik, = ‘—"dx“(—zﬂ—f*—;”";)
rr+a? "7 20
=g 'Ag+g ' dg

2ia?\

F =(_rTa'#(dr A TGy + 37 €pca0c A O4)



382 Eguchi, Gilkey and Hanson, Gravitation, gauge theories and differential geometry

second gauge:

2 - v 2
e a . - _—A “< NowuX” (A~
A —-r2+a21Ab0'b "_21 dx +2r2+a2 r2)>

=Ay -

aZ
=7 M dx*d* In(l +7>
Anti-instanton (k = -1, F = —F).
first gauge:
2

N I W %
A”r2+a2u\”m’— 2i dx (+2r2+a2>

second gauge:
{ = __a_z_' Y.V P T o8 9_2
A_+r2+azl""0b—2idx ( 2r2+a2<r2))
=g 'Ag+g'dg

I 2i(12A 1o
= —-—J?—(r2+ 2°F (—dr r roy, +3r°€pea0. A G4)

2. ’t Hooft [1976b] and Jackiw—Nohl-Rebbi [1977] SU(2) solutions. Let

—-A°

AN = 5 dx* M. 0° 1In @(x)
and
-) — —/\a »n 14
AT = 5 dx* na,, 0° In p(x).
Then if
Od/é =0,
where

O= i (9%/3x* ax*),

w =0
we find that

A®has F=+*F  (instantons)

A®has F=-+F  (anti-instantons).
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The solutions for ¢ yielding instanton number |k| are:

k

— j . ’

=1+ : t Hooft

Pt 2oy tHeo
k+1

6= L Jackiw-Nohl-Rebbi.
= —x)

Note that the k =1 't Hooft solution is obviously equal to the BPST instanton in the second gauge.

3. Other explicit instanton solutions. We refer the reader to Christ, Weinberg and Stanton [1978] and
Corrigan, Fairlie, Templeton and Goddard [1978] for explicit applications of the results of Atiyah,
Hitchin, Drinfeld and Manin [1978].

Appendix D: Gravitational instantons
Metric: ds’=dx* g,.(x)dx” = e®n,e”
Vierbein: e® = e, dx*, M. = flat
Levi-Civita connection: de” +w?% A e* =0
Wap = ~Wpy = Wap, dx*
Curvature: R°%, =dw’, +0°% A 0, = %R“,,c,,e‘ A e?
Cyclicidentity: R%, A e®* =0
Bianchi identities: dR“, + w® A R, —R° A 0, =0

Empty-space Einstein equations: (R, = Rorsn™, R = Rapn®)

Rop — Mas® =0 (alternate form: R% A e® =0, where R°, = €% R e A e?).
Einstein equations with matter and a cosmological constant

Rap — %nab% = Tob — ANas.

We list a variety of explicitly known metrics and give a table of the properties of the metrics and
their corresponding manifolds.

1. Metric of Eguchi and Hanson [1978].

ds? = dr? 202 2 41 2
S =m——=mtrie’+ o+ [1-(a/r)]o.)

(1-(a/r)}]

curvature is self-dual.
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Table D.1
Properties of four-dimensional gravitational instantons
» Denotes entries which are unavailable or involve issues too complex to be abbreviated in the table. - Denotes undefined items. *"No. param™ gives the
number of parameters of the metric. (The number of actual zero-frequency modes may be larger.)

Self-dual:

Riemann Kihler:

Weyl Yes No.
Metric M aM A Neither No X 7 L ©s param Action
Flat space R* s 0 R=10 Y 1 0 0 0 0 0
Torus T (] 0 R=0 Y 0 0 0 0 0 0
de Sitter s* ] >0 W=0 N 2 0 T 0 ! 3m/A
Page P+ P- 9 >0 N N 4 0 - - 1 1.87/4
$x §? $ix§? [ >0 N Y 4 0 0 0 1 2m/A
Schwarzschild RS §'x§* 0 N N 2 0 0 * 1 M
Kerr RixS§? §'x S’ 0 N N 2 0 0 * 2 M/«
Eguchi-Hanson T*(P(C)) P«R) 0 R Y 2 -1 0 -2 I 0

distorted
Taub-NUT R} s? 0 N 1 ] 0 * 1 4aM?
Fubini-Study PA(C) ] >0 W Y 3 1 - 1 X
¢ = 1 Gibbons-Hawking : . 0 N k sk 07 ' AmkM*
Ay S‘/ZL 1=
(¢ = 0 Gibbons-Hawking) * Lk+1.1) 0 R Y k+1 -k 0 =2k 3k-2 0
D} * $'IDt 0 R Y k+1 -k 0 -2 * 0
T* * syr* 0 R Y 7 -6 0 -12 0
o* * sYo* 0 R Y 8 -7 0 -4 0
I* * Sy 0 R Y 9 & 0 -6 * 0
distorted
Taub-bolt PA(C)-{0} §* 0 N N 2 -t - - | L Ve
Rotating Taub-bolt * * 0 N N 2 -1 - - 2 4n|NIM
K3 (unknown) K3 ] 0 R 24 16 +2 -2 S8 0
2. Euclidean Taub-NUT metric (Hawking [1977]).
ds*= 1AM 4 2 ) (0,24 0,7)+ a2 T
4r—m T rm 7

curvature is self-dual.
3. Fubini-Study metric on Po(C).

. dr+rio}

S T ErArreyY

self-dual Weyl tensor
cosmological term A.

r'(o’+0,))

1+ Ar?/6

d +
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4. Taub-NUT-De Sitter metrics (include 1, 2, 3 in appropriate limits).

4L°A 2

2_ 2
45" =22 407 + (07 - L) 02+ ) + 2 0,

A=p"-2mp+ 1+ %(1“ +21%p% - 3p%)
these metrics are not necessarily regular
cosmological term A.

5. Gibbons-Hawking multi-center metrics [1978].

ds’= V7' (x)(d7+ e - dx)*+ V(x)dx - dx
VV=+Vxw

k
1
V=e+2m S ——
€ m ,=2| |x - x,'l
€ =1 multi-Taub-NUT (k = 1 > Taub-NUT)

k=1- flat

€ =0 multi-asymptotically locally Euclidean { k =2 - Eguchi-Hanson

self-dual or anti-self-dual curvature.
6. Euclidean Schwarzschild metric. (¢t has period 87M.)

1

2 _ 2
ds”= (1-2M/R) 4P + {3 ire

dR?*+ R?*(d@* +sin’ 6 d¢?)

7. Euclidean Kerr metric. (t has period 27/«, ¢ has period 2ma/V M + a2.)

sin® @
r’—a’cos’ @

(@dt— (P -a®)de)

2 _fp2__ o2 2 drz 2
ds*=(r"—a“cos 0)<r2—2Mr—a2+d0)+

r’—-2Mr-a’
r’—a’cos’ 9

(dt - a sin’> 6 dp )
a=J/M, Kerrparameter k = VM>+ a?/{2M(M + VM? + a2)}
8. de Sitter metric on S*.

ds?>=[1+(r2RY] > (@dr* + r’e’ + r*a,* + r’o.)

curvature is not self-dual
Weyl tensor vanishes.
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9. $?x 82 metric.

dZ
-4 "4

ds*=(1-Ar")dr*+ (d02+sm 6 d¢?)

curvature is not self-dual
cosmological term A.

10. Page metric {1978b] on P(C)® P,(C).

2 _ -1 2 (1—V2X2) dx?
ds® =34 (1+V){[3—1/2—1/2(1+1/2)x2]l—,\:2

SN = 7% o 21 _ zL’LLJﬂHvz\x
E R S U A Fee )

curvature is not self-dual
cosmological term A.

11. Taub-bolt metric (Page [1978a]).

r’—N?

dr r’—25Nr+N?
r’—25Nr+N?

ds® = a0 TN (0 + )

’+16N?

curvature 1s not self-dual.

12. Rotating Taub-bolt metric (Gibbons and Perry [1979]).

= 5(r.9) (—+d0) S'Z’ Z) (¢ di+P. dp )

_4 >
+ 50.0) (dt + P, do)

A=r"-2Mr+ N?-q?

i aN?
P, =—a sm20+2NCOSO—N2—_&—2
N4
P,=r2—a2—Nz_az

E(r,0)=P,—aPy=r"—(acos§ + N
curvature is not self-dual.

13. K3 metric. The K3 metric with self-dual curvature is not known. For a discussion of approximations
to the K3 metric, see Page [1979c¢].
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