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Abstract

The world is full of complex time-dependent phenomena, both natural and artificial. Among the former are chemical reactions, animal movement, weather, illnesses, tumor growth, development of individuals, development of species, and development of geographic features. The latter include teaching algebra and studying or teaching movies, operas, movie and opera productions, football games, multimedia shows, political crises, and wars. And many phenomena might be classified either way, for example, early language learning and behavior of complex systems like computer networks and nuclear reactors. All of these things are very difficult to study or—for performances of any kind, whether artistic, pedagogic, or athletic—to create, because they don't “sit still”, so to speak. You can use methods like slow-motion playback or time-lapse photography to get things into a reasonable timescale, but that helps only up to a point. The standard solution to this problem is, of course, visualization.

Visualizations on paper have been around for many hundreds of years (music notation and timelines are two examples), and computer-based visualizations can be extremely helpful. But, to my knowledge, every temporal visualization system to date is either limited to a specific field or knows nothing about any field (a well-known example of the latter is SIMILE Timeline). This is unfortunate because the synergy possible with a general approach is enormous: two reasons are frequency-domain viewers—essentially, spectrographic displays—and the approach of general timeline players—systems that can play arbitrary media attached to a timeline at any timescale. Either of these could be useful in a very wide range of disciplines. Furthermore, it’s clear that human/machine partnerships that are much more effective than the traditional ones are possible. One important way is visual analytics, i.e., integrating information visualization tools and analysis (data mining, etc.) tools so that insights from either can instantly be fed into the other, forming a closed loop.

I have designed a system, the General Temporal Toolkit (GTT) and Workbench (GTW), with an architecture intended to make it as easy as possible to “plug in” tools for visualizing, exploring, analyzing, and—for creative purposes—editing any temporal phenomenon. A client/server extension of the architecture can support curation and preservation as well. For most applications and users, a user interface based on some kind of timeline is both intuitive and powerful, and the GTT/GTW will offer strong support for a wide variety of timelines. The time is right for such a system because of recent developments in infrastructure both general (e.g., the power of modern personal computers, infrastructures for visualization) and specific (e.g., advances in automatic synchronization, multimedia data mining software). I’ll demonstrate early prototypes of the system with applications such as creating/studying multimedia performance, audio editing and analysis, nanoscience for biology, and evaluating teaching methods.

For more information

Slides for a talk about an early version of the project are at:


http://www.informatics.indiana.edu/donbyrd/Spc/GTWOverviewTalks/GTWOverview.ppt

Some demos (QuickTime movies of the prototype system, Flash animations, etc.) are at:


http://www.informatics.indiana.edu/donbyrd/Spc/GTWDemos/AboutGTWDemos.html

Also see a proposal to put all of the material for an opera production (audio and video of rehearsals and performances; versions of the score, e.g., with markup by the conductor; sketches for and photos of costumes and sets; and so on) on a single playable timeline, for preservation as well as access:


http://www.informatics.indiana.edu/donbyrd/Spc/GTWOperaProposal2NEH_PublicVer.doc

[image: image1.png]Level
) Framework: support (only) for synchronization, UI,
Framework metadata, configuration files, etc.: CIShell + AWB Plus
Level IL Audio & Video (e.g., .wav, Music (e.e.. MIDI ] ]
Domain knowledge MP3, QuickTime, H.264): Musgce)%l\,/[L) : Basic domain
AWB Plus

I f |
y ¢ !

Level III. Analysis & ( Waveform & ) (Multiple video ) ( Analysis/data Music Basic Timelinor:
Interaction Spectrograph: | [ player: Chen || mining: Chen notation: o
Audacity Yu Yu Nightingale SIMILE Timeline





GTW architecture: configuration to study performances of operas, musical shows, etc. Names in italics are existing programs (nearly all open source) that might serve as starting points.
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AWB Plus (early GTW prototype) screenshot: nanoscience application to biology. This is of research by Craig & Linke (2009). The video is theirs; the Image Viewer window shows an animated version of a figure that appears in their published paper.
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GTW “screenshot” 1: configuration to study three performances of a Mozart aria. With minor variations, this setup could be useful to conductors, singers, and designers, for musical shows of all kinds. It could also be useful to musicologists and ethnomusicologists (in many cases with different kinds of notation for the music, even spectrograms). With arbitrary timeline visualizations of sounds, movements, etc., it could be useful to anthropologists, zoologists, educators, and many others.
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GTW “screenshot” 2: comparing audio segmentation algorithms. All four panels are displays from existing programs. The point is the value of coordinating them, which is very difficult without a GTW-like system because displays of audio invariably have linear spacing, while spacing in music notation is complex and usually varies continuously.
